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Abstract

In this paper we propose a particular approach to measuring utility of income. To this end we develop a theoretical framework that restricts the class of admissible functional forms and distributions of the random components of the model. The theoretical approach is based on ideas and principles that are used in modern psychophysical research and theories of probabilistic choice.

The empirical part of the paper is based on “Stated Preference” data (SPD). In the present context this means that individuals participating in a laboratory type of experiments are asked to rank order a set of hypothetical alternatives presented.
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1. Introduction
Utility of income, marginal utility of income and the elasticity of the marginal utility of income are widely used concepts in economics. For example, in analysis of welfare, game theory, choice under uncertainty and dynamic choice, models are formulated in terms of (time independent) utility of total income (see Ellingsen ,1994, for a review of the use of cardinal utility in the economic literature). The utility of income is of course also basic within the theory of consumer behavior since it is equivalent to the indirect utility, as a function of income (when prices are kept fixed). Despite the central role utility of income plays in economics, “direct” empirical studies of how utility vary with income are rare1.

In this paper we develop a stochastic model for the utility of income, which subsequently is estimated on micro data. Our empirical analysis is based on interview data of the “Stated Preference” (SP) type. We consider this type of data to be a promising avenue to advance beyond conventional econometric analysis based on market data. Recall that market data yield only one observation for each individual at each point in time. In contrast, SP data are generated through experiments in which the participants are exposed to several experiment runs. Thus, with the SP approach the researcher can acquire several observations for each individual. In some cases this has enabled the researcher to formulate behavioral models, which might be estimated separately for each individual.2

Irrespective of the type of data that is used, being it market data or SP data, problems related to functional form and the distribution of unobservables remain. The tradition in economics has been to employ ad hoc assumption with regard to functional form and the distribution of unobservables, alternatively to rely on non-parametric approaches. In this paper we propose an alternative strategy, namely an axiomatic approach to justify the choice of functional form of utility functions and the distribution of unobservables. Within psychophysical measurement there is a tradition that addresses the problem of scale representations of the relation between physical stimuli and sensory response. A central part of this literature is concerned with the interpretation and implications of specifications and laws that are invariant under admissible transformations of the input variables. Typically, these transformations are scale- or affine transformations. We have adopted and modified ideas and principles from this literature. In fact we demonstrate how the application of invariance principles similarly to the ones employed in psychophysics, combined with several versions of the “Independence from Irrelevant Alternatives” property, lead to explicit characterizations of functional form and the distribution of random terms of the utility function. We consider these invariance

1 Of course, there are a large number of studies where assumptions about the utility function are tested “indirectly” through empirical analysis of the corresponding derived demands.
2 A good example of the use of SPD is a study of individuals’ preferences over parking attributes (fee and walking distance) conducted by Fisher and Nagin (1981). With SPD more information is obtained on behavioral responses, which may prove helpful in the detection of the structure and distribution of preferences.
principles to be intuitive and plausible as a theoretical rationale for restricting the class of admissible specifications, as we shall discuss below.

The paper is organized as follows. In Section 2 we give a brief review of the literature on the measurement of utility. Section 3 presents and discusses the axioms and their implications for the stochastic model for utility of income. In the Section 4 we discuss how to introduce unobserved heterogeneity in the model, and in Section 5 we discuss the empirical specification of the model. In Section 6 we describe the data we use and empirical results. Section 7 discusses how the marginal utility of income shall be understood within our framework.

2. A brief review of the literature

Here we shall briefly discuss some selected works that analyze theoretical and empirical issues related to the measurement of utility. We refer to Ellingsen (1994) for an excellent survey of the attempts to measure utility and its variation with income.

One of the first to specify a statistical method for measuring utility was Irving Fisher (1892, 1918, 1927). However, to the best of our knowledge, the first one to estimate the marginal utility of money was Ragnar Frisch (1926)3.

A key part in Frisch (1926) was the introduction of certain behavioral-or choice axioms. The choice axioms Frisch referred to were of two types. The first was a preference ordering axiom concerning completeness, transitivity and regularity. The second axiom gave restrictions on the ordering of changes from one position in the commodity space to another and was named intensity of preferences. The two axioms were called inter-local choice axioms and implied that individuals were able to compare and rank changes in the commodity space, given the points in the commodity space. The inter-local choice axioms imply the existence of a utility function measurable on an interval scale, or a cardinal utility function. In Frisch (1947) he expresses the view that inter-local choice axioms are highly plausible because most of the individuals’ daily actions imply that they are in fact able to make inter-local comparisons. Despite this strong belief in the existence of a cardinal utility function, derived from the axioms mentioned above, Frisch never carried out surveys where the respondents

---

3 “I approached the problem of utility measurement in 1923 during a stay in Paris. There were three objects I had in view:

(I) To point out the choice axioms that are implied when we think of utility as a quantity, and to define utility in a rigorous way by starting from a set of such axioms;

(II) To develop a method of measuring utility statistically;

(III) To apply the method to actual data.

The results of my study along these lines are contained in a paper “Sur un Problème d’Économic Pure”, published in the Series Norsk Matematisk Forenings Skrifter, Serie I, Nr 16, 1926. In this paper, the axiomatics are worked out so far as the static utility concept is concerned. The method of measurement developed is the method of isoquants, which is also outlined in Section 4 below. The statistical data to which the method was applied were sales and price statistics collected by the “Union des Coopérateurs Parisien”. From these data I constructed what I believe can be considered the marginal utility curve of money for the “average” member of the group of people forming the customers of the union. To my knowledge, this is the first marginal utility curve of money ever published”. (Quoted from Frisch, 1932, p. 2-3).
were asked to rank utility differences. Instead he assumed an additive utility function and used the
cardinal property (cross-derivatives of the utility function are identically zero) of the utility function to
estimate cardinal utility concepts like the marginal utility of income and the elasticity of marginal
utility of income with respect to income (Frisch 1926, 1959). In his earliest work referred to above, he
assumed that there existed at least one good with the property that its marginal utility of consumption
was independent of the consumption of other goods. The additivity assumption was never tested
against market or survey data.

In an attempt to revitalize the cardinal utility concept and to employ utility functions to
describe consumer behavior van Praag and numerous co-authors (hereafter caller the Leyden school)
carried out large scale surveys, see for instance van Praag (1968, 1971, 1991), van Herwaarden,
A recent discussion and critique of their approach is given in Seidl (1994) to which van Praag and
Kapteyn responded in van Praag and Kapteyn (1994). The data they use are typically collected through
Income Evaluation Questions (IEQ). This means that respondents were asked to answer the questions
given in Table 1 below.

<table>
<thead>
<tr>
<th>Table 1. Income Evaluation Questions of the Leyden school</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
</tr>
<tr>
<td>Good</td>
</tr>
<tr>
<td>Amply sufficient</td>
</tr>
<tr>
<td>Sufficient</td>
</tr>
<tr>
<td>Barely sufficient</td>
</tr>
<tr>
<td>Insufficient</td>
</tr>
<tr>
<td>Bad</td>
</tr>
<tr>
<td>Very bad</td>
</tr>
</tbody>
</table>

The \{y_j\} represent the respective income boundaries reported by the respondents. For simplicity, we
have suppressed the indexation of the individuals. It is assumed that the respondents evaluate income
on the basis of the utility that they derived from income. Thus, the answers may be used to recover an
underlying utility function. It is not implied in the IEQ scheme that the respondent’s rank utility
differences and therefore additional assumptions have to be introduced in order to interpret the
answers as yielding information about a cardinal utility function. In the Leyden school approach it is
assumed that the respondent minimizes the average inaccuracy of his/her answer, given that he/she has
to represent a continuous utility function in income in terms of discrete categories. More precisely, the
procedure is the following: Let \( U(y) \) denote the utility of income. The respondent’s evaluation of an
income in the income interval \([y_j, y_{j+1}]\) is on average given by \( U'(y_j) = \left( U(y_{j+1}) + U(y_j) \right)/2 \). It is
assumed that the average inaccuracy of the respondent’s answers can be represented by the following loss function:

\[
\sum_{j=0}^{n-1} \int_{y_j}^{y_{j+1}} \left[ U(y) - U'(y) \right]^2 \, dU(y) .
\]

Thus, the contribution to inaccuracy from each interval is weighted by the utility mass in that interval, with \( y_0 = 0 \) and \( y_{n+1} = \infty \). From the loss function we note that this entails that utility differences are being compared and thus a cardinal utility function is implied. Given that \( U(y_0) = 0 \) and \( U(y_{n+1}) = 1 \), the utility function that follows from minimizing the loss function is given by \( U(y_{i+1}) - U(y_i) = \frac{i}{n} \), for \( i = 0, 1, \ldots, n - 1 \). Thus, the optimal solution, also called the Equal Quantile Assumption (EQA), says that the respondents maximize informational content by letting the perceived difference in utility between two adjacent labels be equal. EQA was rejected in a test performed by Buyze (1982), but it was concluded that EQA still provides a reasonable approximation to reality. To proceed with numerical estimates of the parameters of the utility function one has to specify the functional form of the utility function. In the Leyden school approach \( U(y) \) is assumed to have the same functional form as a lognormal distribution function, see van Praag (1968, 1971) and Seidl (1994) for more details.

van Herwaarden and Kapteyn (1981) reported the outcome of tests on 13 different functional form specifications, which implied that a logarithmic utility function gave a better fit than a lognormal utility function. However, the authors preferred the lognormal form. The Leyden School approach has been criticized by Seidl (1994) who argues that key features of the employed model, such as the log normal utility function, its boundedness from above and from below, and the Cobb-Douglas form of the iso-price functions, are based on ad hoc assumptions rather than on principles derived from convincing axioms. Seidl (1994) concludes that instead one should apply Weber-Fechnerian laws or Stevens’ power law in the measurement to the utility income. According to Seidl both laws have strong theoretical support and convincing empirical confirmation, while the ad hoc assumptions in these theories are kept at a minimum.

While economists traditionally express considerable uneasiness when confronted with the issue of how to measure utility, psychologists have for a long time been concerned with both theoretical and empirical aspects of measuring sensory response as a function of physical stimuli such as intensity of sound, light, and money amounts. Within psychophysics the study of the mathematical laws for the relation between physical stimuli (money) and sensory response (utility) seem to have started with Fechner (1860), and Stevens (1946, 1951). Stevens (1946) describes the work of the special committee of the British Association for Advancement of Science, instructed to investigate the possibility of quantitative estimates of sensory events. One of the questions being addressed was: Is it possible to measure human sensation? Stevens (1957, 1975), among others, proposed the “power law”,

5
which is claimed to represent the link between stimulus and sensation. To substantiate this claim Stevens has presented both theoretical arguments as well as an impressive amount of empirical results from laboratory type experiments. See also Bolanowski and Gescheider (1991a,b). There are several different types of survey questionnaires applied by Stevens and his followers to obtain SPD. One frequently applied method is called *Magnitude estimation*. In a typical magnitude estimation experiment questions such as the following, are asked: “Suppose you are given 1000 US dollars. How much more money will you need to increase your utility by 20 per cent?” In another version of the method the subject is asked to “produce” a number that matches the intensity of the stimulus. Yet another method is labeled *Production and matching*. Here the subject is requested to react to stimuli (money) by “producing” a value of a sensory variable, for example, by turning a dial. There are several versions of this method. In a version called *Magnitude production* the procedure used in magnitude estimation is reversed. Thus, the subject is given a number and asked to produce a matching intensity of the stimulus. In a second version called *Ratio production* the subject is instructed to adjust the intensity of the stimulus in such a manner that it appears to be a particular multiple or fraction of a standard. For example, the subject may be asked to produce a tone or light intensity appearing one third as loud as the standard tone of the same frequency. A third version is called *Cross-modality matching*. In this method two experiments based on magnitude estimation are conducted first. For example, the two sensory continua may be loudness and brightness. Second, the subject is requested to directly match the values from one sensory continuum to the other.

At first glance such methods may seem strange and ill suited to obtain sensible results. In particular, to an orthodox economist it may seem to be complete madness to ask questions like this. The reason for this attitude is the convention, established purely by habit, that agents are only able to make ordinal rank orderings. A good illustration of the skepticism among economists as regards laboratory type- SP- experiments based on questionnaires is reported in Sen (1982, p. 9).

One reason for the tendency in economics to concentrate only on “revealed preference” relations is a methodological suspicion regarding introspective concepts. Choice is seen as information, whereas introspection is not open to observation. .... Even as behaviorism this is particular limited since verbal behavior (or writing behavior, including response to questionnaires) should not lie outside the scope of the behaviorist approach.

In a large number of experiments Stevens and his followers have demonstrated that their data are consistent with the power law and that different experimental methods such as the ones described above yield consistent results. Perhaps the most startling result is that in the cross-modality matching method subjects are not only capable of performing the task requested in such experiments without much difficulty, but they also produce reasonably regular data. Stevens (1975), p. 18, presents the following views on why the power function appears plausible in the perceptual domain:
"Since, in order to survive, we must be able to move about effectively, perception must to a certain degree achieve stable and veridical representations. It must tell us how matters stand out there. But the universe is in constant flux. We move about and other things also move. Day turns into night. Sound sources approach and recede. How can perceptual stability be achieved in the face of the ongoing flux?

We can perhaps formulate a better question by asking what aspect of the universe most needs stability. For example, is it the differences or the proportions and ratios that need to remain constant in perception? Apparently it is the proportions - the ratios. When we walk towards a house, the relative proportions of the house appear to remain constant: the triangular gable looks triangular from almost any distance. A photograph portrays the same picture whether we view it under a bright or a dim light: the ratio between the light and the shaded parts of the photograph seem approximately the same even though the illumination varies. The perceived relations among the sounds of speech remain the same whether the speech is soft or highly amplified. In other words, the perceptual domain operates as though it had its own ratio requirement—not a mathematically rigid requirement, as in physics, but a practical and approximative requirement."

The argument above leads to the power function because the power function is the only one that has the property that relative change in output is proportional to relative change in input. Note also that the psychophysical experiments described above imply that utility is cardinal, a point that we shall discuss further in Section 7.

With Steven's results as a point of departure, Luce (1959b) took an important step towards formulating a suitable formal theory from which laws such as the power function can be shown to follow. In the last three decades several authors have been following up this line of research and there exists now a considerable body of literature where explicit functional form characterization- and restrictions are obtained from surprisingly general invariance principles, such as for example the requirement of scale invariance as argued by Stevens (1975). A good reference source to these kinds of theories, can be found in the book by Falmagne (1985).

Among economists, an early contribution in the tradition of Fechnerian psychophysics is due to Debreu (1958). Without relying on a random utility formulation he postulated a stochastic choice model with binary choice probabilities that were assumed to satisfy certain conditions (equivalent to Axiom 1 in Section 3 below). Given these conditions he demonstrated that they imply a (deterministic) cardinal utility representation of the choice probabilities in the sense that the binary choice probabilities can be expressed as a monotone function (cumulative distribution function) of the utility difference. This cumulative distribution function is unique apart from a scale transformation of the argument⁴.

---

⁴ Debreu (1958) only proved the existence of the cardinal utility function and did not discuss the c.d.f. linking the utility function to the binary choice probabilities. Relationship between the cardinal utility function and the binary choice probabilities has been established by Falmagne (1985).
3. The model

Similarly to Lancaster (1971) we identify consumer goods with quantities, prices and non-pecuniary attributes. We shall use the term “characteristics” to mean prices and non-pecuniary attributes. Thus, a “quantity” and a vector of characteristics represent a commodity. Let $\Omega$ denote the set of characteristics, which we assume is uncountable. Thus, $\Omega$ is a continuum, for example a subset of a Euclidian space. Let $\mathcal{B}$ denote the family of all finite subsets with elements from $\Omega$. We shall assume that preferences over characteristics can be represented by a random utility function, $\tilde{U}(z, y)$, $z \in \Omega$, where $y$ denotes income, $y \geq \gamma$, and $z$ is a vector of characteristics. Here, $\gamma$ is interpreted as a subsistence level that may be specific to the agent. Let $P(z_i, z_j)$ be the probability that the agent prefers $z_i$ over $z_j$, $(z_i, z_j) \in \Omega$, and let $R_+ = (0, \infty)$.

3.1. The individual utility function as a stochastic process

In this section we shall discuss assumptions concerning the stochastic properties of the utility function. The following axiom is due to Debreu (1958).

**Axiom 1**

Let $z_i, z_j, z_k, z_l \in \Omega$. The binary choice probabilities satisfy

(i) The Balance condition: $P(z_i, z_j) + P(z_j, z_i) = 1$.

(ii) The Quadruple condition: $P(z_i, z_j) \geq P(z_k, z_l)$ if and only if $P(z_i, z_l) \geq P(z_k, z_j)$. Moreover, if either antecedent inequality is strict so is the conclusion.

(iii) Solvability: For any $s \in (0, 1)$ satisfying $P(z_i, z_j) \geq s \geq P(z_k, z_l)$, there exists a $z \in \Omega$ such that $P(z_i, z) = s$.

The Balance condition in Axiom 1 means that either $z_i$ is preferred to $z_j$ or $z_j$ is preferred to $z_i$. Thus, indifference is ruled out. The Solvability condition (iii) means that the “amount of variety” in $\Omega$ is so rich that to any given attribute vector $z_i \in \Omega$ and any population fraction $s$, one can always find a $z \in \Omega$ such that the fraction who prefers $z_i$ over $z$ equals $s$.

To clarify the intuition of Axiom 1, note that in an additive random utility model, $U(z_i) = v(z_i) + \varepsilon_i$, the binary choice probabilities can be written as

---

5 It is implicit in this notation that the alternatives are completely represented through their respective vector of characteristics.
where $H$ is the c.d.f. of $e_k - e_j$, that is assumed to be independent of $j$ and $k$. Clearly the choice probabilities given by (3.1) satisfy the Quadruple condition (ii). Furthermore, if the distribution function $H$ is continuous, the Balance condition (i) is also satisfied for this model. Finally, if for any $x$ there exists a $z \in Z$ such that $v(z) = x$, then clearly the Solvability condition (iii) holds provided $H$ is continuous and strictly increasing.

The next result is essentially due to Debreu (1958).

**Theorem 1**

Axiom 1 implies that there exists a continuous and strictly increasing c.d.f. $G$ with $G(x) + G(-x) = 1$ and a mapping $\kappa$ from $\Omega$ onto some interval such that the binary choice probabilities can be represented as

$$P(z_j, z_k) = G\left(\kappa(z_j) - \kappa(z_k)\right)$$

for $(z_j, z_k) \in \Omega^2$. The mapping $\kappa$ is unique up to an increasing linear transformation. The function $G$ is unique in the sense that if $G_1$ and $G_0$ are two representations, then $G_0(x) = G_1(bx)$, where $b > 0$ is a constant.

The representation given in Theorem 1 is known as the Fechnerian representation. It is a formalization of an idea originally due to Fechner (1860), and it has been studied by many authors such as Debreu (1958), Falmagne (1985), Suppes et al. (1989), p. 391.

The proof of Theorem 1 is by Dagsvik (2003a) but for the reader's convenience it is also provided in Appendix A.

**Corollary 1**

Theorem 1 implies that the agent’s utility function can be expressed as

$$\tilde{U}(z, y) = \tilde{v}(z, y)\tilde{\gamma}(z, y), \; z \in \Omega,$$

where $\tilde{v}(\cdot)$ is a positive deterministic mapping from $\Omega \times [\gamma, \infty)$ to $\mathbb{R}_+$, for some suitable constant $\gamma > 0$, and $\tilde{\gamma}(z, y)$ is a random function satisfying
for any set \( \{z_1, z_2, \ldots, z_n\} \in \mathcal{B} \). The representation is unique in the sense that if
\[
U^*(z, y) = v^*(z, y) \epsilon^*(z, y)
\]
is another representation, then there is a constant \( b > 0 \) such that
\[
v^*(z, y) = \tilde{v}(z, y)^b
\]
and \( \epsilon^*(z, y)/\epsilon^*(z, y) \) has the same distribution as \( (\tilde{\epsilon}(z, y)/\tilde{\epsilon}(z, y))^b \), for \( z, z_k \in \Omega, z \neq z_k \).

The proof of Corollary 1 is given in Dagsvik (2003a) (Corollary 1).

The random terms \( \{\tilde{\epsilon}(z, y)\} \) are supposed to capture the effect of unobserved variables that affect the agent’s preferences\(^6\). Note that the property that the c.d.f. of \( \tilde{\epsilon}(z, y) \), for a given \( y \) is independent of the deterministic terms does not necessarily imply that the law of the stochastic process \( \{\tilde{\epsilon}(z, y), y \geq \gamma\} \) is independent of the (deterministic) process \( \{\tilde{v}(z, y), y \geq \gamma\} \).

In Corollary 1 we establish that the deterministic part of the utility function, \( \tilde{v}(z, y) \), is unique up to an increasing power transformation. Thus, the deterministic part of the utility function is cardinal. However, this does not imply that the utility function, including the random term, that is \( \tilde{U}(z, y) = \tilde{v}(z, y) \tilde{\epsilon}(z, y) \), is cardinal.

For a given income \( y \) and a given choice set \( B = \{z_1, z_2, \ldots, z_m\} \in \mathcal{B} \), let \( J(y) \) denote the index of the preferred attribute in \( B \), i.e.,
\[
J_B(y) = j \iff \tilde{U}(z_j, y) = \max_{z \in B} \tilde{U}(z, y).
\]

**Axiom 2 (DIM)**

For \( B \in \mathcal{B} \)
\[
P\left( \max_{z \in B} \tilde{U}(z, y) \leq u \mid J_B(x), x \leq y \right) = P\left( \max_{z \in B} \tilde{U}(z, y) \leq u \right).
\]

---

\(^6\) Thurstone (1927) argued that these variables are uncertain, even to the agent himself in the sense that he is unable to fully assess the precise value of the alternatives (to him). Thus, if the agent faces repetitions of a choice experiment he may choose differently at each occasion.
Axiom 2 states that the conditional distribution of the indirect utility at income \( y \), given the index of the preferred alternative at any income \( x \), \( x \leq y \), equals the unconditional distribution of the indirect utility.

For \( x = y \), Axiom 2 is analogous to the DIM property \((\text{Distribution is Invariant of which variable attains the Maximum})\) proposed by Strauss (1979). He did, however, not produce any behavioral motivation to support it. Our motivation for DIM is as follows: Since the values of the alternatives are fully captured by the corresponding utilities, the information about which alternative that yields utility maximum should be irrelevant for the assessment of it’s value.

Moreover, Axiom 2 states that the choice that can be made under equal- or less income than \( y \) should be irrelevant for the evaluation of the most preferred alternative at income \( y \). This is so because the alternatives available at income \( x \) also are available at income \( y \) when \( x \leq y \). (Dagsvik 2002, has discussed an analogous axiom employed in the context of discrete choice over time.)

Let \( B \) be the agent’s choice set which we assume belongs to \( \Omega \), and let

\[
U(y) = \max_{z \in B} \bar{U}(z, y).
\]

The process \( \{ U(y), y \geq \gamma \} \) is the utility-of-income process. We shall now derive a very important characterization of this process, but first we need additional assumptions.

**Axiom 3**

The utility process is non-decreasing with probability one. The probability that the utility process is constant in any given income interval is positive.

Axiom 3 means that there is a positive probability (may be very small) that the agent's utility will remain constant even if income increases.

**Condition 1**

For any \( x \in \mathbb{R} \) and \( y \geq \gamma \) there exists a \( z \in \Omega \) such that \( \hat{v}(z, y) = x \).

Condition 1 states that for any (given) \( y \geq \gamma \), \( \hat{v}(\cdot, y) \) maps \( \Omega \) onto \( \mathbb{R} \).
**Condition 2**

Let \( z_1, z_2, \ldots, z_m \) be distinct alternatives in \( \Omega \). The \( m \)-dimensional utility process \( \left\{ (\hat{U}(z_i, y), \hat{U}(z_j, y), \ldots, \hat{U}(z_m, y)), \ y \geq \gamma \right\} \) (with \( y \) as parameter) is a multivariate max-stable process with type I extreme value marginals.

Recall that a max-stable process has finite dimensional distributions that are multivariate extreme value distributions. The type I distributions, defined on \( \mathbb{R}_+ \), have one-dimensional marginal distributions equal to \( \exp(-x) \) for \( x > 0 \) (in standardized form). Dagsvik (1995) has demonstrated that in the absence of state dependence effects and transaction costs there is no loss of generality in restricting the utility processes to max-stable processes. The reason why is that the “multiperiod” random utility model (with income \( y \) as parameter) can be approximated arbitrarily closely by random utility models generated from max-stable processes.

**Condition 3**

The utility process \( \{U(y), \ y \geq \gamma\} \) is separable and continuous in probability.

**Theorem 2**

Assume that Axioms 1 to 3 and Conditions 1 to 3 hold. Then the process \( \{U(y), \ y \geq \gamma\} \) is an extremal process defined by

\[
U(y_2) = \max\{U(y_1), V(y_1, y_2)\}
\]

for \( y_2 > y_1 \geq \gamma \), with \( U(\gamma) = 0 \), where \( V(y_1, y_2) \) is a random variable with c.d.f.

\[
P\left(V(y_1, y_2) \leq u\right) = \exp\left(-\frac{(V(y_2) - V(y_1))}{u}\right)
\]

for \( u > 0 \), where \( V(y) = \sum_{z \in A} \tilde{V}(z, y) \) is increasing in \( y \) and \( V(y) = 0 \) for \( y < \gamma \). The random variable \( V(y_1, y_2) \) is independent of \( U(y_1) \).

The proof of Theorem 2 is given in Appendix A. Note that if \( V(y) = 0 \) for \( y < \gamma \), then also \( U(y) = 0 \).

It follows from (3.4) and (3.5) that
\[ P(U(y) \leq u) = \exp\left(-\frac{v(y)}{u}\right), \]

which means that
\[ U(y) = v(y)\varepsilon(y), \]

where \( \varepsilon(y) \) is type I standard extreme value distributed, i.e.,
\[ P(\varepsilon(y) \leq x \mid v(y)) = \exp\left(-\frac{1}{x}\right), \quad x > 0. \]

At first glance the result of Theorem 2 does not appear to be intuitive. However, the following discussion shows that the extremal process property is in fact quite intuitive. To this end consider the following discrete/continuous choice setting. Let \( z \) denote a \( n \)-dimensional vector of goods quantities and let \( j = 1, 2, \ldots \) index "basic" discrete alternatives. Let \( U^*(z, j) \) denote the utility of the joint choice \((z, j)\). Suppose that
\[ U^*(z, j) = m(z) b(j) \varepsilon(z, j), \]

where \( m(\cdot) \) and \( b(\cdot) \) are positive deterministic functions and \( \varepsilon(z, j), \quad j = 1, 2, \ldots, \) are i.i.d. with c.d.f. given by (3.6). For given \( j \), \( \{\varepsilon(z, j), z \in \mathbb{R}^n\} \) is a multiparameter max-stable process. The max-stable assumption means that the finite dimensional distributions of the process are multivariate extreme value distributed. The budget constraint is given by
\[ pz + c_j \leq y, \]

where \( p \) is a vector of goods prices and \( c_j \) is the cost of alternative \( j \). As a result, the utility of \( z \) can be expressed as
\[ \hat{U}(z, y) = \max_{c_j, y-pz} U^*(z, j). \]

The utility function \( \hat{U}(z, y) \) is a conditional indirect utility, given \( z \). For simplicity, we suppress the price vector in the notation here. Thus, the utility function \( \hat{U}(z, j) \) is here interpreted as an "aggregate" utility function in the sense that some suitable basic goods have been "maximized out". In fact, one can in practice always think of utility functions in this way. For simplicity, we have here assumed that the basic goods are discrete, but the utility construction above holds with minor modifications also in the continuous case.
It follows immediately that \( \{ \tilde{U}(z, y), y \geq \gamma \} \) for given \( z \), is an extremal process with \( y \) as parameter. To realize this, note that for \( y_1 < y_2 \), we can write

\[
\tilde{U}(z, y_2) = \max_{c_j \leq y_2 - pz} U^*(z, j) = \max_{y_1 - pz \leq c_j \leq y_2 - pz} \left( \max_{y_1 = \varnothing} U^*(z, j), \max_{y_1 = \varnothing} U^*(z, j) \right) = \max \left( \tilde{U}(z, y_1), V(z, y_1, y_2) \right)
\]

where

\[
V(z, y_1, y_2) = \max_{y_1 - pz \leq c_j \leq y_2 - pz} U^*(z, j).
\]

It follows from the distributional assumption of \( \{ \varepsilon(z, j) \} \), that \( V(z, y_1, y_2) \) is extreme value distributed, and that \( \tilde{U}(z, y_1) \) is independent of \( V(z, y_1, y_2) \). Hence, we have demonstrated that \( \{ \tilde{U}(z, y), y \geq \gamma \} \) is an extremal process.

Let \( z_1 \) and \( z_2 \) be two arbitrary consumption vectors and consider

\[
\max \left( \tilde{U}(z_1, y), \tilde{U}(z_2, y) \right).
\]

By Theorem 2 this process must also be extremal provided DIM holds. We shall next examine under which conditions \( \max \left( \tilde{U}(z_1, y), \tilde{U}(z_2, y) \right) \) is also an extremal process. For this to be true one must have that \( \tilde{U}(z_k, y_1) \) and \( V(z_k, y_1, y_2) \) are independent for all \( r, k = 1, 2 \). Since it may happen that

\[
z_k p < z_r p,
\]

in which case the sets \( (-\infty, y_1 - z_k p) \) and \( (y_1 - z_r p, y_2 - z_r p) \) will overlap, \( \tilde{U}(z_k, y_1) \) and \( V(z_k, y_1, y_2) \) will be dependent unless \( \varepsilon(z_k, j) \) and \( \varepsilon(z_r, j) \) are independent. A completely similar argument applies in the general case for the indirect utility with respect to any set of consumption bundles. An immediate implication of this result is that, at the individual level, the probability of choosing a specific consumption bundle from a discrete set of feasible consumption bundles will satisfy IIA. Note that when unobserved heterogeneity is introduced, cf.Section 4 below, then IIA does not necessarily hold.

### 3.2. Functional form of the deterministic part of the utility function

In this section we postulate an axiom which enables us to derive strong restrictions on the functional form of \( v(\cdot) \). We assume first that the function \( v(y) \) is defined for \( y \geq \gamma \) (subsistence level) and is continuous and strictly increasing.
Axiom 4

Suppose that $y_1, y_2, y_1^*, y_2^*$ are equal to or greater than $\gamma$ and such that

$$P(U(y_2) > U(y_1)) < P(U(y_2^*) > U(y_1^*)).$$

Then for all $\lambda > 0$

$$P(U(\lambda(y_2 - \gamma) + \gamma) > U(\lambda(y_1 - \gamma) + \gamma)) < P(U(\lambda(y_2^* - \gamma) + \gamma) > U(\lambda(y_1^* - \gamma) + \gamma)).$$

The interpretation of Axiom 4 is that if the fraction of consumers that strictly prefers $y_2$ to $y_1$ is less than the fraction of consumers that strictly prefers $y_2^*$ to $y_1^*$, then this inequality does not change when all incomes beyond subsistence level are multiplied by an arbitrary positive constant $\lambda$.

The intuition is as follows: Associate the different income levels $y_1, y_2, y_1^*, y_2^*$ to consumption profiles (when prices are given). To the consumers relative income matters to some extent in the sense that a scale transformation of the respective incomes beyond subsistence will affect utility levels, but not in such a way that the fraction of consumers that prefer consumption profile 2 over profile 1 will be greater than the fraction of consumers that prefer consumption profile 2 over profile 1'. Recall that in our setup the probability that $U(y_2) > U(y_1)$, for $y_2 > y_1$, is not equal to one because there is a positive probability that $U(y_2) = U(y_1)$. The intuition for the latter property is that, in an observationally homogenous population, an increase of income from $y_1$ to $y_2$ (say) may not make everybody better off. This is because this income increase may, for some consumers, not be sufficient for them to switch to a new commodity group, or be able to buy another indivisible consumer good, that makes them better off. (See Patel and Subrahmanyam, 1978, for a similar argument.). We realize that if satiation can happen, then evidently Axiom 4 cannot in general be true.

Theorem 3

Assume that $\nu(\cdot)$ is continuous. Then Axiom 4 implies that $\nu(y)$ has the structure

$$(3.10) \quad \nu(y) = \exp \left( \delta \left( \frac{(y - \gamma)^T - I}{\tau} \right) \right)$$

for $y \geq \gamma$, where $\tau$ and $\delta > 0$ are constants.

The proof of Theorem 3 is given in the Appendix A.
Axiom 5

For any \( y_2 > y_1 \), and \( \lambda > 0 \)

\[
P(U(y_2) > U(y_1)) = P(U(\lambda(y_2 - \gamma) + \gamma) > U(\lambda(y_1 - \gamma) + \gamma)).
\]

Axiom 5 is evidently stronger than Axiom 4, and it means that income beyond subsistence level is perceived in a strict relative sense, that is, the number of consumers that are better off when incomes beyond subsistence is increased from \( y_1 - \gamma \) to \( \lambda(y_1 - \gamma) \) and \( y_2 - \gamma \) to \( \lambda(y_2 - \gamma) \) is independent of \( \lambda \). Note that this property is not implied by Axiom 4.

Theorem 4

Assume that \( v(\cdot) \) is continuous. Then Axiom 5 implies that \( v(y) \) has the structure

\[
(3.11) \quad v(y) = (y - \gamma)^\delta
\]

for \( y \geq \gamma \), and \( \delta > 0 \).

A proof of Theorem 4 is given in the Appendix A.

We note that (3.11) is obtained as a special case of (3.10) with \( \tau = 0 \).

4. Heterogeneity in preferences

In the empirical specification described later we will specify some observed co-variates that affect the individual’s evaluation of income. These observed co-variates capture some of the heterogeneity in the population, but obviously not all. Hence, we will introduce an individual specific effect, known to the agent but not to the analyst.

Specifically, we shall assume that the systematic part of the utility function contains a multiplicative component that varies across the population according to some probability distribution (random effect). Thus, the utility function, modified to include this random effect, becomes

\[
(4.1) \quad U(y) = w v(y) \varepsilon(y),
\]

where \( w > 0 \) is the random effect. Note that the way we include \( w \) is analogous to allow for an additive constant term in an additive separable utility representation (which is seen by taking logarithm in (4.1)).

Now, let the random income process \( \{Y(u), u > 0\} \) be given by
Due to the properties of the utility function \( U(y) \), which in fact is a stochastic process with parameter \( y \), we have the following results.

**Proposition 1**

Assume that (3.4) and (3.5) hold. For \( 0 < u_1 \leq u_2 \leq \ldots \leq u_m \), and \( \gamma \leq y_{j+1} \leq y_{j+2} \leq \ldots \leq y_m \), we have

\[
G(y_1, y_2, \ldots, y_m) \equiv P\left(Y(u_1) > y_1, Y(u_2) > y_2, \ldots, Y(u_m) > y_m\right) = E \exp\left(-wH(y_1, y_2, \ldots, y_m)\right)
\]

where

\[
H(y_1, y_2, \ldots, y_m) = v(y_m)u_m^{-} + \sum_{j=1}^{m-1} v(y_j)\left(u_j^{-} - u_{j+1}^{-}\right).
\]

For \( y_1 < y_2 < \ldots < y_m \), the corresponding joint density of \( Y(u_1), Y(u_2), \ldots, Y(u_m) \) equals

\[
g(y_1, y_2, \ldots, y_m) = v'(y_m)u_m^{m-} \prod_{j=1}^{m-1} \left(u_j^{-} - u_{j+1}^{-}\right)v'(y_j)E\left(w^m \exp\left(-wH(y_1, y_2, \ldots, y_m)\right)\right).
\]

A proof of Proposition 1 is given in the Appendix.

**Corollary 2**

The structure of \( G(y_1, y_2) \) implies that we can write

\[
Y(u_1) = \min\left(Y(u_2), v^{-1}\left(\frac{u_1u_2^\eta(u_1, u_2)}{u_2 - u_1}\right)\right)
\]

for \( u_2 > u_1 \), where \( \eta(u_1, u_2) \) is a random variable, which is exponentially distributed with parameter equal to one, and is independent of \( Y(u_2) \).

The proof of Corollary 2 follows readily since any finite dimensional marginal distribution function of the process \( \{Y(u), u > 0\} \), given by (4.5), has a form that is analogous to the corresponding ones for the utility process given by (3.4).

Next, we shall propose a theoretical justification for the distribution of \( w \). For the sake of notational precision let us introduce individual specific notation, i.e., let \( U_i(y) = w_i\psi_i(y_i)\epsilon_i(y_i) \), be the utility of agent i.
Axiom 6

Let the incomes of every individual in the population $S$ be given. Then

$$P(U_i(y_i) = \max_{r \in A} U_r(y_r) \mid \max_{r \in S \setminus A} U_r(y_r)) = P(U_i(y_i) = \max_{r \in S \setminus A} U_r(y_r))$$

for $A \subset S$.

The statement in Axiom 6 says that the probability that individual $i$ has the highest utility in $S$, given that this individual belongs to a subset $A$ of population $S$, is equal to the probability that $i$ has the highest utility within $A$. In other words, given that the highest ranked individual belongs to $A$, information about the ranking of the individuals within $S \setminus A$ is irrelevant for assessing who is the highest ranked individual in $S$. We recognize Axiom 6 as a particular version of the Independence from Irrelevant Alternatives Property, cf. Luce (1959a). We note that Axiom 6 requires that individual utilities can be compared and ranked. If utility is ordinal, then Axiom 6 only permits a common monotonic transformation of the utility function across individuals. If utility is cardinal, then a common affine transformation is implied.

Theorem 5

Assume that Axioms 1, 2, 3 and 6 and Conditions 1 to 3 hold, and that $w_i$ and $\epsilon_i(y_i)$ are independent across the individuals, $i \in S$. Then the distribution of $w_i$ is strictly $\alpha$-stable and totally skew to the right with $\alpha < 1$.

The proof of Theorem 5 is given in the Appendix.

Recall that the family of $\alpha$-stable distributions, often denoted by $\{S_\alpha(c, \beta, \mu)\}$, is characterized by four parameters, namely $(\alpha, c, \beta, \mu)$, where $0 < \alpha \leq 2$ represents the tail thickness and is called the characteristic exponent, $c > 0$, is a scale parameter, $\beta \in [-1, 1]$ is a skewness parameter and $\mu$ is a location parameter. When $\alpha = 2$, one obtains as a special case the normal distribution. It is strictly $\alpha$-stable when $\mu = 0$ and totally skew to the right when $\beta = 1$. When $\alpha < 1$, neither the variance nor the mean of the stable random variable exist. (See Samorodnitsky and Taqqu, 1994).

As mentioned in Section 3, the choice among characteristics will, under the assumptions of Theorem 2, satisfy IIA. This is still true if (4.1) holds since the "random effect" $w$ vanishes in utility comparisons. IIA does not seem overly restrictive in our case since the characteristics have not been given an explicit empirical content. It is however possible to motivate more general representations of
unobserved heterogeneity, as we shall discuss below. This extension consists in extending the utility representation to

\[ \tilde{U}(z, y) = \tilde{w}(z)\bar{v}(z, y)e(z, y), \]

where \( \{\tilde{w}(z), z \in \Omega\} \) is a strictly stable process that is totally skew to the right with \( \alpha < 1 \). It can be demonstrated that (4.6) implies that the choice of characteristics model will have a Generalized Extreme Value (GEV) structure (Dagsvik, 2003b). According to Dagsvik (1994, 1995) the GEV model represents in practice no restriction on the general random utility model. Our conjecture is that Axiom 6 implies that \( \{w(z), z \in \Omega\} \) is a stable process. However, we have so far only been able to prove that the one-dimensional marginal distributions of this process are stable. For simplicity, we have in this paper chosen to base our empirical model on the special case (4.1) rather than on (4.6). However, in Appendix B we have given the details of the derivation of the likelihood function when (4.6) holds.

5. Empirical specification

Motivated by the result of Theorem 4 we assume that

\[ v(y) = \exp\left(\frac{y - \gamma}{\sigma}s\right), \]

where \( \tau \leq 1, \sigma > 0 \) are parameters. By comparing (5.1) and (3.10) we note that \( \delta = 1/\sigma \). The term \( s \) is assumed to be a function of variables that controls for variation in size and household composition. In fact \( s \) can be interpreted as a subjective equivalence scale. We assume that

\[ \log s = b_1 \log N + b_2 C_{<6} + b_3 C_{7-15} + b_4 C_{>16} + b_5 Y + b_6 D + b_7 E, \]

where \( N \) is the size of the household, \( C_{<6} \) is the number of children of age less than or equal to 6, \( C_{7-15} \) is the number of children with age between 7 and 15, \( C_{>16} \) is the number of children with age equal to or greater than 16, \( Y \) is household income after tax, \( D \) is household debt and \( E \) is the length of schooling (in years) of the respondent.

Consistent with the result of Theorem 5, let

\[ w - S_{\alpha}(c, 1, 0). \]

It turns out to be convenient to let \( c = k \), where
(5.3) \[ k^\alpha = \frac{1}{\cos \left( \frac{\alpha \pi}{2} \right)}. \]

This is purely a matter of convenience and represents no loss of generality since the scale parameter in the distribution of \( w \) cannot be identified.

The following lemma will be useful for establishing the likelihood function.

**Lemma 2**

Let \( w \) be \( \alpha \)-stable, \( S_{3, \alpha} \left( \cos \left( \frac{\alpha \pi}{2} \right)^{-1/\alpha}, 1, 0 \right) \) with \( \alpha < 1 \). Then for \( \lambda \geq 0 \)

(5.4) \[ E \exp(-\lambda w) = \exp(-\lambda^\alpha), \]

\[ \psi(\lambda; \alpha) := E\left( w^\ast \exp(-\lambda w) \right) = \left[ \left( \alpha \lambda^{\alpha-1} \right)^3 + 10(1-\alpha)\alpha \lambda^{\alpha-2} \left( \alpha \lambda^{\alpha-1} \right)^3 + 15(1-\alpha)^2 \alpha^2 \lambda^{2\alpha-4} \left( \alpha \lambda^{\alpha-1} \right)^3 \right] \exp(-\lambda^\alpha). \]

Moreover, it is convenient to reparametrize the model by introducing \( \{ a_j \} \) defined by

\[ a_j = -\sigma \log \left( \frac{1}{u_j} - \frac{1}{u_{j+1}} \right) \]

for \( j \leq 5 \) and \( a_6 = \sigma \log u_6 \), where \( u_j \) are unknown threshold levels associated with the ordered structure of the questionnaire we are using.

By inspection of the likelihood function it is easily realized that it is increasing in \( \gamma \) so that the maximum likelihood estimate equals \( \hat{\gamma} = Y(u_1). \) We shall use the remaining observations \( Y(u_2), Y(u_3), \ldots, Y(u_6) \), to estimate the remaining parameters. In the following we treat \( \hat{\gamma} \) as a given parameter, which means that we ignore that \( \hat{\gamma} \) is an estimate that involves error. From Proposition 1, (5.1) and Lemma 2 we get
\[ G(y_2, y_3, ..., y_6) = P(Y(u_2) \geq y_2, Y(u_3) \geq y_3, ..., Y(u_6) \geq y_6) \]
\[ = \exp \left[ - \sum_{j=2}^{6} \exp \left( \frac{(y_j - \hat{y}_j)^{\tau}}{\tau} \right) \right] \]

and

\[ g(y_2, y_3, ..., y_6) = G(y_2, y_3, ..., y_6) \prod_{j=2}^{6} \exp \left( \frac{(y_j - \hat{y}_j)^{\tau}}{\tau} \right) \frac{1}{\alpha} \sum_{j=2}^{6} \exp \left( \frac{(y_j - \hat{y}_j)^{\tau}}{\tau} \right) \]

### 6. Data and parameter estimates

In September 1995 a questionnaire was distributed to 569 employees at Statistics Norway and the staff at the Department of Economics, University of Oslo. It contained questions concerning the social background of the respondent, including income and wealth, and the income evaluation question similarly to the ones of the Leyden school quoted in Section 2 above. Actually, as shown in Table 2 a revised scheme was used with only 6 income intervals. \( Y(u_i), i = 1, 2, ..., 5 \), means the upper bound of intervals, while \( Y(u_i) \) means that an income at this level is considered to be “very good”. \( Y \) stands for disposable household income and \( u_i \) indicates the utility level related to the income bound \( i \).

#### Table 2. Income Evaluation Questions. All numbers are in NOK as of September 1995

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very bad</td>
<td>( Y(u_1) )</td>
<td>159 950</td>
<td>76 640</td>
<td>30 000</td>
</tr>
<tr>
<td>Bad</td>
<td>( Y(u_2) )</td>
<td>202 290</td>
<td>91 200</td>
<td>50 000</td>
</tr>
<tr>
<td>Insufficient</td>
<td>( Y(u_3) )</td>
<td>246 110</td>
<td>110 650</td>
<td>70 000</td>
</tr>
<tr>
<td>Sufficient</td>
<td>( Y(u_4) )</td>
<td>294 340</td>
<td>131 300</td>
<td>100 000</td>
</tr>
<tr>
<td>Good</td>
<td>( Y(u_5) )</td>
<td>346 880</td>
<td>155 650</td>
<td>120 000</td>
</tr>
<tr>
<td>Very good</td>
<td>( Y(u_6) )</td>
<td>433 490</td>
<td>213 870</td>
<td>140 000</td>
</tr>
</tbody>
</table>

# observations | 254
The response rate was slightly above 50 per cent, of which 254 proved able to fill in answers on all the income intervals in the income evaluation scheme, and where none of the income bounds were equal. Obviously, this sample is not representative for the Norwegian population. The majority of the respondents are individuals with high education. In addition they work in similar public institutions and therefore have similar incomes. Table 3 below gives the summary statistics for the observed covariates.

Table 3. Summary statistics for the observed covariates

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family size</td>
<td>2.39</td>
<td>1.31</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td># children less than 6</td>
<td>0.31</td>
<td>0.62</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td># children between 7 and 15</td>
<td>0.28</td>
<td>0.59</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td># children above 16</td>
<td>0.16</td>
<td>0.48</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Education</td>
<td>16.42</td>
<td>3.07</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>Income (100 000 NOK)</td>
<td>3.59</td>
<td>2.08</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Debt (100 000 NOK)</td>
<td>4.23</td>
<td>3.77</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td># of observations</td>
<td>254</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Next we report maximum likelihood estimates based on the loglikelihood function

$$
\ell = \sum \ln g_i (y_{i1}, y_{i2}, \ldots, y_{i6})
$$

where $g_i$ is the joint density of the observation for individual $i$, as given in (5.7).
Table 4. Maximum likelihood estimates of the parameters of the utility of income

<table>
<thead>
<tr>
<th>Variables/parameters</th>
<th>Estimates</th>
<th>Standard deviation</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box-Cox exponent τ</td>
<td>0.0049</td>
<td>0.017</td>
<td>0.3</td>
</tr>
<tr>
<td>Dispersion parameter σ</td>
<td>0.1862</td>
<td>0.005</td>
<td>36.7</td>
</tr>
<tr>
<td>Characteristic exponent α</td>
<td>0.3120</td>
<td>0.015</td>
<td>21.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equivalent scale s</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Family size</td>
<td>0.2459</td>
<td>0.133</td>
<td>1.8</td>
</tr>
<tr>
<td># children less than 6</td>
<td>-0.1140</td>
<td>0.081</td>
<td>-1.4</td>
</tr>
<tr>
<td># children between 7 and 15</td>
<td>-0.0293</td>
<td>0.079</td>
<td>-0.4</td>
</tr>
<tr>
<td># children above 16</td>
<td>-0.2282</td>
<td>0.084</td>
<td>-2.7</td>
</tr>
<tr>
<td>Income (100 000 NOK)</td>
<td>0.0983</td>
<td>0.024</td>
<td>4.0</td>
</tr>
<tr>
<td>Education</td>
<td>0.0103</td>
<td>0.011</td>
<td>0.9</td>
</tr>
<tr>
<td>Debt (100 000 NOK)</td>
<td>-0.0100</td>
<td>0.013</td>
<td>-0.8</td>
</tr>
</tbody>
</table>

| Transformed utility levels |            |                    |         |
| a₂          | -1.0647   | 0.231              | -4.6    |
| a₃          | -0.4150   | 0.228              | -1.8    |
| a₄          | 0.0166    | 0.228              | 0.1     |
| a₅          | 0.3520    | 0.228              | 1.5     |
| a₆          | 0.7745    | 0.229              | 3.4     |
| Loglikelihood | -346.6    |                    |         |

First, we notice that the estimate of the characteristic exponent $\alpha$ is less than one which means that neither the mean or variance exist of the random variable that captures unobserved heterogeneity in preferences. Second, we observe that the Box-Cox exponent $\tau$ is not significantly different from zero. Thus, the deterministic part of the utility function is not significantly different from the power function given in (3.11). The income variable affecting $s$ may be interpreted as capturing preference drift. The impact on $s$ is significant and positive, which imply that the utility of income, given the income, and evaluated by the deterministic part of the utility function, is shifted downwards with the preference drift variable. In further use of this utility function the income appearing in the $s$-parameter may be associated with lagged income. The only other variable that is significant is the number of children above 16 years of age. The estimated impact on $s$ is negative, which means that the higher the number of these children are, the stronger the upward shift is in the utility of income. Finally we observe that $a_j$ is increasing in $j$, which is as desired.

Table 5 gives the estimates of regressing the observed minimum levels $\{\hat{Y}_i\}$ against selected covariates.
Table 5. Estimates of the effects of co-variates on the minimum level, $\gamma$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimates</th>
<th>t-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.4414</td>
<td>1.84</td>
</tr>
<tr>
<td>Family size</td>
<td>0.2097</td>
<td>2.29</td>
</tr>
<tr>
<td>Child less than 6</td>
<td>-0.0723</td>
<td>-0.58</td>
</tr>
<tr>
<td>Child between 7 and 15</td>
<td>-0.1424</td>
<td>-1.16</td>
</tr>
<tr>
<td>Child above 16</td>
<td>-0.1237</td>
<td>-1.02</td>
</tr>
<tr>
<td>Income</td>
<td>0.1292</td>
<td>5.42</td>
</tr>
<tr>
<td>Education</td>
<td>0.0056</td>
<td>0.44</td>
</tr>
<tr>
<td>Debt</td>
<td>0.0427</td>
<td>3.32</td>
</tr>
</tbody>
</table>

As expected the higher the family size and the higher the debt is, the higher is the minimum level. We observe that the higher household income is, the higher is also the required minimum income level.

7. The cardinal utility of income

7.1. Determination of the cardinal transformation

As mentioned in the introduction and discussed at length in Ellingsen (1994), several authors have discussed the concept of marginal utility of income. This concept is intrinsically linked to the concept of cardinal utility. What seems to have been overlooked in the literature is that empirical evidence from the psychophysical literature not only seems to indicate that utility is perceived as cardinal, but also the specific functional form of this utility can be determined. Recall from Section 2 that the different type of psychophysical experiments imply that utility is cardinal. In particular, Stevens and his followers’ claim that the average utility of income (average across individuals) is approximately proportional to the square root of income (possibly minus subsistence level), see Stevens (1975). This claim is established on the basis of a large number of “laboratory” experiments, of the type described in Section 2. Now let us examine if the results obtained in this paper can be made consistent with this claim from the psychology camp. From the empirical results to be discussed in Section 6 it follows that the utility function has the form

\[
U(y) = (y - \gamma)^{\frac{1}{\alpha}} e^{\omega} w .
\]

This yields

\[
E U(y)^b = (y - \gamma)^{b\alpha} M ,
\]

where $b$ is a suitable constant and
M = E \left( w \varepsilon(y) \right)^b.

It can easily be demonstrated that \( M < \infty \) provided \( b < 1 \). We thus realize that with \( b = 0.5\sigma \), our results are consistent with those of Stevens. Since we have estimated \( \sigma \) to be approximately equal to 0.186, we may claim that the cardinal utility of income is an extremal process in \( y \) given by \( \{U(y)^b, y > 0\} \) with \( b = 0.5\sigma = 0.093 \).

### 7.2. The marginal utility of income

Consider next the notion of marginal utility with the present framework. Evidently \( U(y)^b \) is not differentiable in \( y \) (due to (3.4)). We shall therefore propose to study utility difference or ratios. Since our cardinal utility takes values on \( \mathbb{R}_+ \) and is unique up to a scale transformation, it may be natural to consider utility ratios.

We have the following result:

**Proposition 2**

Assume that the assumptions of Theorem 2 hold. Then for \( y_2 > y_1 \),

\[
P \left( \frac{U(y_2)}{U(y_1)} \leq q \right) = \begin{cases} 
0 & \text{if } q < 1 \\
q^{\alpha b} v(y_1) & \text{if } q \geq 1.
\end{cases}
\]

Moreover, we have that

\[
E \left( \frac{U(y_2)}{U(y_1)} \right)^b = 1 + \frac{v(y_2) - v(y_1)}{v(y_1)} \int_1^x \frac{b v(y_1) x^{b-1} dx}{v(y_1) x + v(y_2) - v(y_1)}.
\]

The proof of Proposition 2 is given in the Appendix A.

From (7.4) it follows that

\[
limit_{y_2 \to y_1} \frac{E \left( \frac{U(y_2)}{U(y_1)} \right)^b - 1}{y_2 - y_1} = \lim_{y_2 \to y_1} \frac{E \left( U(y_2)^b - U(y_1)^b \right)}{(y_2 - y_1) U(y_1)^b}
= \lim_{y_2 \to y_1} \left( \frac{v(y_2) - v(y_1)}{y_2 - y_1} \right) \int_1^x x^{b-2} dx = \frac{v'(y_1)}{v(y_1)} \cdot \frac{b}{1 - b}.
\]

Consider next the analogous concept based on the mean utility, \( EU(y)^b \). It follows that
If we compare (7.5) with (7.6) we realize that they are equivalent (equal apart from a multiplicative constant). This means that, whether one studies mean relative changes in utility, or relative changes of the mean utility, turns out to be equivalent at the margin. Due to the fact that our estimation results yield that \( v(y) \) is a power function we get that the marginal utility of income is equivalent to

\[
\frac{\partial \log \text{EU}(y)^b}{\partial y} = \frac{1}{y - \gamma}
\]

for \( y > \gamma \).

We note that the elasticity of the marginal utility of income with respect to income is given by

\[
\frac{-1}{1 - \frac{y}{y}}
\]

and it varies from \(-1\) (\( y = \infty \)) to \(-\infty\) (\( y = \gamma \)).

8. Conclusion

Utility theory represents a fundamental part of microeconomic theory. Yet, few researchers address the issue of establishing a theoretical framework for characterizing and measuring utility as a stochastic process in income.

In this paper we have derived a characterization of the utility of income, viewed as a stochastic process in income. The basic assumptions are specific behavioral and invariance postulates, which we believe have intuitive appeal. These assumptions yield an explicit characterization of the probability law of the utility of income process. Specifically, it turns out that the implied utility function can be represented by an extremal process.

Subsequently, we have applied Stated Preference data to estimate the unknown parameters of the distribution of the utility of income process. Within the framework developed in this paper the empirical results show that the utility function is consistent with the power law established by Stevens (1975). Finally, we have discussed how one can apply empirical results obtained by psychologists to determine a cardinal utility function, from which follows the marginal utility of income.
Appendix A

Proof of Theorem 1:

Debreu (1958) has proved that Axiom 1 implies that there exists a cardinal representation
\( \kappa(z), z \in \Omega \), such that

\[ P(z_i, z_j) < P(z_k, z_j) \iff \kappa(z_i) - \kappa(z_j) < \kappa(z_k) - \kappa(z_j). \]

(A.1)

It is immediately verified that the Balance- and the Quadruple conditions are necessary for such a
representation to exist. Debreu proved that if in addition the Solvability condition holds this imply
(A.1).

Now let \( z_0 \in \Omega \) be fixed. Then it follows from (A.1) that if \( z_j \) and \( z_k \) satisfy
\[ P(z_j, z_0) = P(z_k, z_0) \] one must have that \( \kappa(z_j) = \kappa(z_k) \). But this means that we can write

\[ P(z_j, z_k) = \tilde{P}(\kappa(z_j), \kappa(z_k)) \]

for some suitable function \( \tilde{P} \). Now let \( z_j, z_0, z_k, z_r \in \Omega \) satisfy

\[ P(z_j, z_0) = P(z_k, z_r) = \tilde{P}(\kappa(z_k), \kappa(z_r)) = \tilde{P}(\kappa(z_j), \kappa(z_0)) \]

where \( z_0 \) is fixed. By (A.1) this can hold only if

\[ \kappa(z_j) = \kappa(z_0) + \kappa(z_k) - \kappa(z_r) \]

which yields

\[ P(z_k, z_r) = \tilde{P}(\kappa(z_j), \kappa(z_0)) = \tilde{P}(\kappa(z_0) + \kappa(z_k) - \kappa(z_r), \kappa(z_0)) = G(\kappa(z_k) - \kappa(z_r)) \]

where

\[ G(x) = \tilde{P}(\kappa(z_0) + x, \kappa(z_0)). \]

Evidently \( G(x) \) is increasing and take values in [0,1]. Without loss of generality it can be chosen to be
a c.d.f.

Q.E.D.
Proof of Theorem 2:
Dagsvik (2002) proves that the assumptions of the Theorem imply that

(A.2) \[ U(y_2)h(y_2) = \max\{U(y_1)h(y_1), V(y_1, y_2)\} \]

where \( h \) is a positive deterministic function. This implies that the support of \( U(y_1) \) and \( U(y_2) \) satisfies

\[
\frac{U(y_2)}{U(y_1)} \geq \frac{h(y_1)}{h(y_2)}.
\]

Evidently, Axiom 3 implies that \( h(y_1) \geq h(y_2) \). This is so because otherwise the support of \( (U(y_1), U(y_2)) \) would allow that \( U(y_2) < U(y_1) \). But \( h(y_1) \) cannot be strictly greater than \( h(y_2) \) because then the probability that \( U(y_2) = U(y_1) \) equals zero, and this contradicts Axiom 3. Thus we must have that \( h(y_1) = h(y_2) \). Without loss of generality we can therefore choose \( h(y) = 1 \).

Q.E.D.

Proof of Theorem 3:
From Theorem 2 it follows for \( y_1, y_2 > \gamma \), that

(A.3) \[ P(U(y_2) > U(y_1)) = P(V(y_1, y_2) > U(y_1)). \]

Since \( V(y_1, y_2) \) and \( U(y_1) \) are independent type I extreme value distributed, we get from standard results in discrete choice theory that

(A.4) \[ P(V(y_1, y_2) < U(y_1)) = \frac{v(y_1)}{v(y_1) + v(y_2) - v(y_1)} = \frac{v(y_1)}{v(y_2)} \]

for \( y_2 \geq y_1 \geq \gamma \). Note that the right hand side of (A.4) is strictly increasing in \( v(y_1)/v(y_2) \). When we combine (A.3) and (A.4) we realize that Axiom 4 implies that whenever

\[
\frac{v(y_1)}{v(y_2)} > \frac{v(y_1')}{v(y_2')}
\]

then
for $y_2 \geq y_1 \geq \gamma$, $y_2^* \geq y_1^* \geq \gamma$ and $\lambda > 0$. Now we can apply Theorem 14.19 in Falmagne (1985), p. 338, which yields\(^7\)

\[(A.5) \quad \frac{v(y_1)}{v(y_2)} = F\left(\frac{\delta_1 ((y_1 - \gamma)^* - 1) - \delta_2 ((y_2 - \gamma)^* - 1)}{\tau}\right) = 1 - P(U(y_2) > U(y_1)) = P(V(y_1, y_2) < U(y_1))\]

for $y_2 \geq y_1 \geq \gamma$, where $\tau, \delta_1 > 0, \delta_2 > 0$ are constants and $F(\cdot)$ is a continuous and strictly increasing mapping. Evidently, $F(\cdot)$ is defined on $(-\infty, 0]$. When $y_2 = y_1$ we obtain that

$$
F\left(\frac{(\delta_1 - \delta_2)((y_1 - \gamma)^* - 1)}{\tau}\right) = \frac{v(y_1)}{v(y_1)} = 1 = F(0)
$$

must hold, for all $y_1 \geq \gamma$. This implies that $\delta_1 = \delta_2 = \delta$ (say).

Let

$$
x = \frac{\delta((y_1 - \gamma)^* - 1) - \delta((y_2 - \gamma)^* - 1)}{\tau}, \quad z = \frac{\delta((a - \gamma)^* - 1) - \delta((y_1 - \gamma)^* - 1)}{\tau}
$$

where $a \in (\gamma, y_1)$ is fixed. From (A.5) we get

\[(A.6) \quad \frac{v(a)}{v(y_2)} = F(x + z)\]

and

\[(A.7) \quad \frac{v(a)}{v(y_1)} = F(z)\]

When (A.6) and (A.7) are combined with (A.5) we get

\(^7\) Note that Theorem 14.19, p.338, in Falmagne (1985) can be expressed more compactly as

$$
M(a, b) = F\left(\frac{\delta_1 (a^* - 1) + \delta_2 (b^* - 1)}{\theta}\right)
$$

where $\frac{x^* - 1}{\theta}$ is defined as $\lim_{n \to \infty} (x^* - 1)/\theta = \log x$. 29
Eq. (A.8) is a Cauchy functional equation which only continuous solution is the exponential function. Consequently, for \( y \geq \gamma \),

\[
\log v(y) = \frac{\beta ((y - \gamma)^\tau - 1)}{\tau}.
\]

Q.E.D.

**Proof of Theorem 4:**

From (A.3) and (A.4) we get that

\[
P(U(y_2) > U(y_1)) = 1 - \frac{v(y_1)}{v(y_2)}.
\]

Hence, Axiom 5 implies that

\[
\frac{v(\lambda (y_2 - \gamma) + \gamma)}{v(\lambda (y_1 - \gamma) + \gamma)} = \frac{v(y_2)}{v(y_1)}
\]

for all \( \lambda > 0 \). For simplicity, let

\[
g(x) = \frac{v(x + \gamma)}{v(1 + \gamma)}
\]

for \( x \geq 0 \). With \( y_1 = \gamma + 1 \), \( y_2 = x + \gamma \), we get from (A.11) that

\[
g(\lambda x) = g(x)g(\lambda).
\]

But (A.12) is a functional equation of the Cauchy type which only continuous solution is the power function

\[
g(x) = x^\delta
\]

for some constant \( \delta \). Since

\[
v(y) = g(y - \gamma)v(1 + \gamma)
\]

the result of Theorem 4 follows (apart from an arbitrary multiplicative and positive constant).

Q.E.D.
Proof of Proposition 1:

For the sake of simplicity consider first the case with \( m = 2 \) and \( w = 1 \). In this case it follows that

\[
G(y_1, y_2) = P\left(U(Y(u_1)) \geq U(y_1), U(Y(u_2)) \geq U(y_2)\right)
\]

(A.14)

\[
= P\left(u_1 \geq U(y_1), u_2 \geq U(y_2)\right)
= P\left(U(y_1) \leq u_1, \max\left(U(y_1), V(y_1, y_2)\right) \leq u_2\right)
= P\left(U(y_1) \leq \min(u_1, u_2), V(y_1, y_2) \leq u_2\right)
= P\left(U(y_1) \leq \min(u_1, u_2)\right)P\left(V(y_1, y_2) \leq u_2\right).
\]

Eq. (3.4) and (3.5) imply that

(A.15) \[ P\left(U(y_2) \leq u\right) = P\left(U(y_1) \leq u\right)P\left(V(y_1, y_2) \leq u\right). \]

Since

(A.16) \[ P\left(U(y) \leq u\right) = \exp\left(-v(y)u^{-1}\right), u > 0, \]

we obtain from (A.16) that for \( y_2 \geq y_1 \)

(A.17) \[ P\left(V(y_1, y_2) \leq x\right) = \exp\left(-\left(v(y_2) - v(y_1)\right)x^{-1}\right), x > 0. \]

When (A.14) to (A.17) are combined we obtain that

(A.18) \[ G(y_1, y_2) = \exp\left(-v(y_1)\max(u_1^{-1}, u_2^{-1}) - (v(y_2) - v(y_1))u_2^{-1}\right). \]

In particular, when \( u_2 > u_1 \), (A.18) reduces to

(A.19) \[ G(y_1, y_2) = \exp\left(-v(y_1)\left(u_1^{-1} - u_2^{-1}\right) - v(y_2)u_2^{-1}\right). \]

The multivariate case is completely analogous. It follows readily that when \( u_1 \leq u_2 \leq \ldots \leq u_m \),
\( y_1 \leq y_2 \leq \ldots \leq y_m \),

(A.20) \[ G(y_1, y_2, \ldots, y_m) = \exp\left(-v(y_m)u_m^{-1} - \sum_{j=1}^{m-1} v(y_j)\left(u_j^{-1} - u_{j+1}^{-1}\right)\right). \]

For \( y_1 < y_2 < \ldots < y_m \), the corresponding joint density function equals
The general case with random \( w \) now follows readily from (A.20) and (A.21).

Hence, the proof is complete.

Q.E.D.

Proof of Theorem 5:

Let \( \xi_i = w_i \epsilon(y_i) \). Then we can write

\[
(A.22) \quad E \left( \frac{w_i v(y_i)}{\sum_{i \in I} w_i v(y_i)} \right) = P \left( v(y_i) \xi_i = \max_{i \in I} \left( v(y_i) \xi_i \right) \right).
\]

Since the error terms \( \{\xi_i\} \) are independent, we know from Yellott (1977) that Axiom 4 (IIA) can only be satisfied if the errors \( \{\xi_i\} \) are type I extreme value distributed, i.e.,

\[
(A.23) \quad P(\xi_i \leq x) = \exp(-x^{-\alpha})
\]

for \( x > 0 \), where \( \alpha \) is a positive constant. But (A.29) implies that

\[
(A.24) \quad P(\xi_i \leq x) = P(w, \epsilon_i(y_i) \leq x) = E P \left( \epsilon_i(y_i) \leq \frac{x}{w_i} \bigg| w_i \right) = \exp \left( -\frac{w_i}{x} \right).
\]

The last equality in (A.24) follows because by assumption \( P(\epsilon(y) \leq x) = \exp(-1/x) \). When we combine (A.23) and (A.24) we obtain that for any \( \lambda > 0 \)

\[
(A.25) \quad E \exp(-\lambda w_i) = \exp(-\lambda^\alpha).
\]

The left hand side of (A.25) is the Laplace transform of the distribution of \( w_i \). From Samorodnitsky and Taqqu (1994) Proposition 1.2.12, p. 15, it follows that when (A.25) holds \( w_i \) must be a strictly \( \alpha \)-stable random variable that is totally skew to the right and with \( \alpha < 1 \).

Q.E.D.

Proof of Proposition 2:

We have from (3.4) that \( U(y_2) = \max(U(y_i), V(y_i, y_2)) \), where \( y_2 \geq y_i \geq y \). From Corollary 1 it follows that our utility transformation is unique up to a power transformation. Let \( b \) be a constant, \( 0 < b < 1 \), and let \( q \geq 1 \). Hence,
\[(A.26) \quad \Pr \left( \frac{U(y_2)}{U(y_1)} \leq q \right) = \Pr \left( U(y_2) \leq q^{1/b} U(y_1) \right) = \Pr \left( \max \left( U(y_1), V(y_1, y_2) \right) \leq q^{1/b} U(y_1) \right).\]

Note that \( V(y_1, y_2) \) and \( q^{1/b} U(y_1) \) are independent type I extreme value distributed with parameters \( v(y_2) - v(y_1) \) and \( q^{1/b} v(y_1) \), respectively. Hence, from standard results in discrete choice theory we get that

\[(A.27) \quad \Pr \left( V(y_1, y_2) \leq q^{1/b} U(y_1) \right) = \frac{q^{1/b}}{q^{1/b} + K(y_1, y_2)}\]

where

\[(A.28) \quad K(y_1, y_2) = \frac{v(y_2) - v(y_1)}{v(y_1)}\]

and where \( K(y_1, y_2) = 0 \), when \( y_1 = y_2 \).

Thus, we get

\[(A.29) \quad \Pr \left( \frac{U(y_2)}{U(y_1)} \leq q \right) = \begin{cases} 0 & \text{if } q < 1, \\ \frac{q^{1/b}}{q^{1/b} + K(y_1, y_2)} & \text{if } q \geq 1. \end{cases}\]

This proves the first part of the Proposition.

Recall that one can express the expectation of a positive random variable \( X \) (say) as

\[ \mathbb{E}X = \int_0^\infty \Pr(X > y) \, dy. \]

The expected value of the power transformation of the utility ratio equals

\[(A.30) \quad \mathbb{E} \left[ \left( \frac{U(y_2)}{U(y_1)} \right)^b \right] = \int_0^\infty \Pr \left( \frac{U(y_2)}{U(y_1)} > q \right) \, dq = \int_0^1 dq + \int_1^\infty \frac{K(y_1, y_2)}{q^{1/b} + K(y_1, y_2)} \, dq.\]

By using the substitution \( x = q^{1/b} \), we get

\[(A.31) \quad \mathbb{E} \left[ \left( \frac{U(y_2)}{U(y_1)} \right)^b \right] = 1 + K(y_1, y_2) \int_1^\infty \frac{b x^{b-1}}{x + K(y_1, y_2)} \, dx.\]

which proves the second part of the Proposition.

Q.E.D.
Appendix B

Assume that (4.6) holds where \( \{\tilde{w}(z), z \in \Omega\} \) is a strictly stable process which is totally skew to the right with \( \alpha < 1 \). Under rather mild regularity conditions one can thus express \( \tilde{w}(z) \) as

\[
\tilde{w}(z) = \sum_k h_k(z) \eta_k
\]

(B.1)

where \( \{h_k(z)\} \) are suitable non-negative deterministic weights and \( \eta_1, \eta_k, \ldots \) are i.i.d. strictly stable random variables that are totally skew to the right with same \( \alpha \) as the process \( \{\tilde{w}(z), z \in \Omega\} \), cf. Proposition 2.3.7, p.70, in Samordnitsky and Taqqu (1994).

As a consequence we get from our Proposition 1 that

\[
G(y_1, y_2, \ldots, y_m) = \exp(-\sum_k \eta_k S_k(y_1, y_2, \ldots, y_m)),
\]

where

\[
S_k(y_1, y_2, \ldots, y_m) = u_m^{-1} \psi_k(y_m) + \sum_{j=1}^{m-1} \psi_k(y_j)(u_j^{-1} - u_{j+1}^{-1})
\]

and

\[
\psi_k(y_j) = \sum_{z \in B} \tilde{v}(z, y_j) h_k(z).
\]

Hence, by Lemma 2

\[
G(y_1, y_2, \ldots, y_m) = \exp(-\sum_k \eta_k S_k(y_1, y_2, \ldots, y_m)) = \exp(-\sum_k S_k(y_1, y_2, \ldots, y_m)\alpha).
\]

Next suppose one the following extension of (5.1) holds;

\[
\tilde{v}_k^*(y) = \psi_k \exp\left(-\frac{y - \gamma}{\tau \sigma_k}\right).
\]

(B.7)

Then

\[
S_k(y_1, y_2, \ldots, y_m) = u_m^{-1} \psi_k \exp\left(-\frac{y_m - \gamma}{\tau \sigma_k}\right) + \sum_{j=1}^{m-1} (u_j^{-1} - u_{j+1}^{-1}) \psi_k \exp\left(-\frac{y_j - \gamma}{\tau \sigma_k}\right).
\]

(B.8)
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