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Necessary conditions involving generalized directional derivatives
for optimal control of nonsmooth retarded Volterra integral

equations in Banach space.

by
Atle Seierstad, University of Oslo.

Abstract. Necessary conditions for the optimal control of solutions
to nonsmooth nonlinear retarded differential equations and Volterra inte-
gral equations in Banach state space are proved. The results also apply to
problems of control of mild solutions to abstract weakly nonlinear evolution
equations. Terminal condition are imposed, and certain linearized controlla-
bility properties are required for the necessary conditions to hold. A special
type of generalized directional derivatives are used in the proof and to ex-
press the necessary conditions.
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1. Introduction

The purpose of this paper is to give necessary conditions for the optimal
control of continuous solutions to nonsmooth nonlinear retarded differential
and integral equations in Banach state space. The theory below is general
enough to include problems involving Volterra retarded equations of the
form

x(t) = x0(t) +
∫ t

0 g(t, s, x(→ s), u(s))ds, t ∈ [0, T ], (1)

the symbol x(→ s) denoting dependence on the values x(.) takes on [0, s],
(”retarded dependence”). The constraints in the problem are:

(i) G(x(T )) ∈ C, C a closed convex set, (ii) u(t) ∈ U. (2)

The continuous functions x0(t) and x(t) take values in a Banach space X,
the measurable controls u(t) take values in some given topological space U .
Furthermore, G is a given function from X into a Banach space Y , C is a
fixed subset in Y , g is a fixed function with values in X, x0(.) is fixed, and
T is a fixed number > 0.

The criterion to be maximized is

φ(x(T )), φ a given function from X into R. (3)

The necessary conditions will be expressed by means of a certain type of
generalized directional (semi-) derivatives. The results in particular ap-
ply to problem where g, (see (1)), has ordinary directional (semi-) deriva-
tives with respect to x(.). The results apply both to problems of control
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of ordinary differential equations, and to problems of control of mild solu-
tions to abstract weakly nonlinear evolution equations of the form dx/dt =
Ax + h(t, x(t), u(t)), where A is a generator of a strongly continuous semi-
group in a Banach space, (A a closed, linear operator). Such mild solutions
can be expressed by an equation of the form (1), see e.g. Fattorini (1999).
A selection of recent references that are mainly concerned with applica-
tions to partial differential equations are included. For the most part, these
works discuss abstract semilinear (weakly nonlinear) evolution equations,
some of which are functional ones. Nonsmooth problems are treated in
Yong (1990a,1990b). Fattorini (1987) also considers other systems within a
general framework. The present paper is based on certain abstract results
from nonsmooth analysis. These results can be compared to those used in
Fattorini and Frankowska (1991) and Fattorini (1993). The abstract results
used in the present paper require similar, but somewhat more demanding
”linearized” controllability properties, but do not require stability of the set
of variations with respect to perturbations of the optimal control for useful
necessary conditions to be formulated. For references to finite dimensional
results concerned with ordinary retarded equations, see Clarke and Wolenski
(1996) and Neustadt (1976). The latter one also contains results on Volterra
equations. Volterra equations are also treated in Burnap and Kazemi (1999),
Sumin (1989), Mansimov and Mustafaev (1985), Corduneanu (1990).

2. Notation and terminology

A number T > 0 is given. Let J := [0, T ], let X and Y be real normed
spaces, and let C(J, X) be the space of continuous functions from J into
X, furnished with the sup-norm. Let clA be the norm closure of A, ( A a
subset of Y ) and let coA be the convex hull of A. Let E be a locally Lips-
chitz continuous function on an open subset U ′ of X into Y . A directional
derivative container (abbreviated d.d. container) DE(x0)(v) at x0 ∈ U ′, in
direction v ∈ X, (v 6= 0) is a set in Y such that for all ε > 0, an r > 0
exists, such that ∆∗E(x0)(v, r) := {(E(x0 + λv) − E(x0))/λ : λ ∈ (0, r]} is
contained in DE(x0)(v)+B(0, ε). If r can be chosen such that this inclusion
holds for all v in a given set Q, the d.d. container is said to be uniform in
v ∈ Q. The set D∗E(x0)(v) := ∩r>0cl∆

∗E(x0)(v, r) is called the contingent
derivative in direction v, (it has another definition in the non-Lipschitzian
case). The entity ∆E(x0)(v, λ) := (E(x0 + λv) − E(x0))/λ is called a dif-
ference quotient at x0 in direction v. For any set Q, if DE(x0)(v) is defined
for all v ∈ Q, then DE(x0)(Q) := ∪v∈QDE(x0)(v). The d.d. containers
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occuring in this paper, except in Section 8, are, for each v, assumed to be
bounded sets, and, as functions of v, (positively) linearly homogeneous (i.e.
DE(x0)(λv) = λDE(x0)(v), λ ≥ 0; it is assumed that if DE(x0)(v) is de-
fined for a given v, it is also defined for any vector λv, λ ≥ 0). If DE(x0)(v)
reduces to a single point, it means that a directional (semi-) derivative ex-
ists in direction v. (See further comments and results on d.d. containers in
Section 8 and in Appendix B.)

A family F of functions f : J × J × C(J, X) → X, is closed (convex)
under switching, if for each measurable set M ⊂ J , and f, f ′ ∈ F , we
have f(t, s, x(.))1M (s) + f ′(t, s, x(.))(1 − 1M (s)) ∈ F , (1M is the indica-
tor function of M). Such families F are furnished with the pseudometric
σ(f, g) = inf{meas(M) : M is a measurable set containing {s : f(t, s, x(.)) 6=
g(t, s, x(.))} for all (t, x(.))}. Throughout this paper, B(f, r) and B(f∗, r),
f, f∗ ∈ F, are σ-balls in F .

Vector valued functions are called measurable and integrable in the sense
of Dunford and Schwartz (1967), often called strong or Bochner measura-
bility (integrability) in the literature. A function x(.) : J → X is antidif-
ferentiable if it is absolutely continuous and has a derivative a.e. which is
integrable. A set-valued function A(t) from J into the set of all subsets of
Y is measurable if {t : A(t) ∩ Ǔ 6= ∅} is measurable for each open set Ǔ .

3. The control system

Let X be a real Banach space, x0(.) a given element in C(J, X), G a
function from X into a real Banach space Y , and φ a real-valued function
on X. Let F be a family of functions f(t, s, x(.)) from J × J × C(J, X)
into X, exhibiting retarded dependence on x(.), (precisely defined in (6)
below). This family may be generated by a family of control functions u(.),
see Remark 1 below. The following control problem will be discussed. The
state equation is a Volterra retarded integral equation of the form:

x(t) = x0(t) +
∫ t

0 f(t, s, x(→ s))ds, t ∈ [0, T ], (4)

where the symbol x(→ s) indicates the retarded dependence.

The maximization problem is

maxx(.),f φ(x(T )), subject to (4), G(x(T )) ∈ C and f ∈ F, (5)

where x0(.), φ, T, G, F and C, (a closed convex set in Y ) are given entities.
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A ”system pair” means a pair (x(.), f), such that f ∈ F and x(.) is a contin-
uous function satisfying (4). If x(.) is unique, for a given f , we often write
x(.) = xf (.), (below, conditions will be imposed securing uniqueness for f ’s
close to the optimal f∗). If the system pair also satisfies G(x(T )) ∈ C, it is
called admissible. The control problem (5) amounts to maximizing φ(x(T ))
in the class of admissible pairs (x(.), f).

Remark 1. The standard example of a family of functions f of the type
above is F := {g(t, s, x(→ s), u(s)) : u(s) ∈ U for all s, u(.) strongly measur-
able}, where U is a given topological space and g : J ×J ×C(J, X)×U → X
is a fixed function, separately, continuous in t, measurable in s, continuous
in x(.), and continuous in u. (Strong measurability of u(.) is taken to mean
that u(.) is a limit a.e. of a sequence of measurable step functions.) See a
discussion of a similar family arising in the control of ordinary differential
equations in Seierstad (1975). Note that it can be proved that F becomes
closed under switching and essentially σ-closed, because {u(.) : u(t) ∈ U, u(.)
measurable} has both properties. The values of f for t < s are ”irrelevant”
as far as the Volterra equation (4) is concerned, and for families F generated
by controls u(.), if the f ’s do not satisfy f(t, s, x) = f(s, s, x), t < s, we
may redefine the f ’s so that this property holds. No further comment on
this particular example will be given, except one in Remark 4. �

It is assumed that

F is essentially closed in the pseudometric σ, and each f ∈ F is,
separately, measurable in s, and continuous in t for each x(.) ∈
C(J, X) and satisfies f(t, s, x(.)) = f(t, s, x̌(.)) if x(τ) = x̌(τ)
for τ ≥ s, x(.), x̌(.) ∈ C(J, X). (6)

The last property in (6), retarded dependence, means that, whatever t is,
f(t, s, x(.)) depends only on ”past values” of x(.), i.e. on the values x(s′),
for s′ ≤ s.

Assume that there exists a system pair (x∗(.), f∗), such that for all f ∈ F ,
there exist positive numbers M, Mf , and ς, ς and M independent of f , such
that, for all f and all t, s,

supx(.)∈B(x∗(.),ς)|f(t, s, x(→ s))| ≤ M, and x(.) → f(t, s, x(→ s))

is Lipschitz continuous of rank ≤ Mf in B(x∗(.), ς), (7)

where B(x∗(.), ς) is a ball around x∗(.) in C(J, X) of radius ς.
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The existence of (x∗(.), f∗) and conditions (6)-(7) are assumed through-
out this paper. Frequent use is also made of one or more of the conditions
(8)-(11):

G(x) : X → Y and φ(x) : X → R are Lipschitz continuous
in B(x∗(T ), ς) with ranks MG and Mφ, respectively. (8)

F is closed under switching. For any x(.) in C(J, X) the
function s → f(., s, x(.)) : J → C(J, X) is measurable. (9)

Let f ∈ F, x(.) ∈ B(x∗(.), ς), f, x(.) arbitrary. For each s,
x̃(.) → f(., s, x̃(→ s)) : B(x∗(.), ς) → C(J, X) has a closed
d.d. container D3f(., s, x(.))(q(.)) at x(.), for each q(.) ∈
C(J, X). Furthermore, q(.) → D3f(., s, x(.))(q(.)), for each s,
depends only on past values of q(.), (values q(s′), s′ ≤ s).
Given any f̃ , f̃ ′ ∈ coF, let Q̂(f̃ , f̃ ′, f, x(.)) be the set of anti-
differentiable functions y(.) : J → C(J, X) satisfying

(*) dy(s)ds ∈ [f̃(., s, x(→ s)) − f̃ ′(., s, x(→ s))]
+D3f(., s, x(.))(xy(→ s)) a.e., y(0) = 0

where xy(.) is the function s → y(s)(s). For each f̃ and each s,
D3f(., s, x(.))(xy(→ s)) is uniform in y(.) in the set Q̂(f̃ , f, f, x(.)) .
Moreover, q(.) → D3f(., s, x(.))(q(→ s)) is Lipschitz continuous
with rank ≤ Mf on C(J, X) and, as a function of s,
D3f(., s, x(.))(q(→ s)) is measurable and essentially separably
valued, (i.e. for some separable set Xf,x(.),q(.) ⊂ C(J, X),
D3f(., s, x(.))(q(→ s)) ⊂ Xf,x(.),q(.) for a.e. s). (10)

For each f ∈ F, f̃ ∈ coF, x(.) ∈ B(x∗(.), ς), at x(T ),
x → G(x) and x → φ(x) are assumed to have d.d. containers
in all directions v, being uniform in v ∈ Q̌(T, f̃ , f, x(.)) :=
{y(T )(T ) : y(.) ∈ Q̂(f̃ , f, f, x(.))},(for Q̂(., ., .), see (10)). (11)

4. Necessary conditions for optimality

To establish necessary conditions for nonsmooth as well as smooth problems
with end targets in a Banach state space, some controllability properties of
the first order variations are needed. (Using generalized directional deriva-
tives, in the approach of this paper, such controllability properties are even
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needed in finite dimensions, see Seierstad (1994).) In the present nonsmooth
case, (15) and (19) below represent such conditions.

A set of necessary conditions for the optimality of (x∗(.), f∗) are provided
in the following two theorems. The conclusion of Theorem 1 is a consequence
of an exact penalization result. In case of ”enough differentiability”, for the
point target C = {0}, the conclusion reads roughly as follows: There exists
a non-negative constant Λ such that for φ∗(f) := φ(xf (T )) − Λ|G(xf (T ))|
and fδ = f̂1[t,t+δ] + f∗(1 − 1[t,t+δ]), ( f̂ arbitrary in F), the inequality
[dφ∗(fδ)/dδ ≤ 0]δ=0 holds, (here a right derivative is taken). The first order
condition in Theorem 1 in certain cases entails a maximum principle, which
is the content of Corollary 1.

By the assumptions on the f ’s in F , it can be shown that there exists a
ζ > 0, (namely the one defined in (14) below), such that the state equation
has a unique system solution xf (.) with xf (t) ∈ clB(x∗(t), ς/2), for all f ∈
clB(f∗, ζ) ⊂ F , (see (24)(i) below).

For f̃ ∈ coF, f ∈ clB(f∗, ζ) ⊂ F, let

Q(f̃ , f) = Q̂(f̃ , f, f, xf (.)), (12)

(for Q̂(., ., ) see (10)), and let

Q(t, f̃ , f) : {q(t)(t) : q(.) ∈ Q(f̃ , f)}. (13)

Define ζ by the equality
2Mζ exp(TMf∗

) = ς/2; for ς, M, Mf∗

, see (7). (14)

Theorem 1. Consider problem (4)-(11). Assume that (x∗(.), f∗) is an
optimal admissible pair in the problem. Assume that there exists a triple
(µ, µ̂, µ′), µ ∈ (0, 1), µ̂ ∈ (0, ζ], µ′ ∈ (0, ∞), with the property that for any
f ∈ clB(f∗, µ̂) ⊂ F , for any v ∈ Y with |v| = µ′, there exists a triple
(f̃ , c′′, δ̃) ∈ coF × (C ∩ clB(G(x∗(T )), 1)) × (0, ∞) such that f̃ ∈ coB(f, δ̃),
(B(f, δ̃) ⊂ F ), and

sup{|δ̃v − z + δ̃[c′′ − G(x∗(T ))]| : z ∈ DG(xf (T ))(Q(T, f̃ , f))}
≤ (1 − µ)δ̃µ′. (15)

Then the following necessary condition holds: For any f̃ ∈ coF, and any
c ∈ C, the inequality 0 ≥ inf Ωc,f̃ holds, where

Ωc,f̃ := {w − Λ|v| : (w, v) belongs to a triple (w, v, z) satisfying z ∈
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Q(T, f̃ , f∗), w ∈ Dφ(x∗(T ))(z), v ∈ DG(x∗(T ))(z) − c + G(x∗(T ))},(16)

and where
Λ := 64MφM exp(Mf∗

T )µ−1 max{1/µ′, 1 + 1/µ̌},
µ̌ := min{µ̂, µµ′/8}. (17)

�

The condition 0 ≥ inf Ωc,f̃ arises as a necessary conditions for optimality
in a free end problem, where the end condition G(x(T )) ∈ C is replaced by
a penalization term. This result gives rise to necessary conditions based on
separating linear functionals, in case linear Gâteaux derivatives exist, see
Corollary 1 below.

For applications of necessary conditions of the above type to simple ex-
amples of finite dimensional problems involving ordinary differential equa-
tion, see Seierstad (1994). It is shown there that the conditions are sharper
than those arising from a nonsmooth maximum principle of Clarke’s type.

Corollary 1. Let (x∗(.), f∗) be optimal in problem (4)-(9). Assume that,
for all t, s, and f ∈ F , the map x(.) → f(., s, x(.)) : B(x∗(.), ς) → C(J, X)
has a bounded linear Gâteaux derivative fx(., s, x(→ s)) at all points in
B(x∗(.), ς), (i.e. directional derivatives exists, and are linear in the ”direc-
tion”). Assume that φ and G have bounded linear Gâteaux derivatives φx(x)
and Gx(x) in B(x∗(T ), ς). Assume also that x(.) → f∗

x(., s, x(→ s))q(→ s)
is continuous in B(x∗(.), ς), for each q(.) ∈ C(J, X), and similarly, that
x → Gx(x)q′ is continuous in B(x∗(T ), ς) ⊂ X for each q′ ∈ X. Moreover,
assume that

all Mf = M∗ for some M∗> 0, (see (7)). (18)

Finally, assume that for some z∗ ∈ Y , some ε > 0, some µ̂ ∈ (0, ζ], for
all f ∈ clB(f∗, µ̂),

clB(z∗, ε) ⊂ cl{Gx(xf (T ))qf̃ ,f (T )(T ) − c + G(x∗(T )) :
c ∈ C ∩ clB(G(x∗(T )), 1), f̃ ∈ coF}, (19)

where qf̃ ,f (.) is the unique element making up Q̂(f̃ , f, f∗, xf (.)) in this case.
Then the following maximum principle holds: For some non-negative num-
ber λ0, and some bounded linear functional λ∗ ∈ Y ∗, (Y ∗ the topological
dual of Y ), (λ∗, λ0) 6= 0, for any f̃ ∈ coF and c ∈ C,

〈Gx(x∗(T ))qf̃ ,f∗

(T )(T ) − c + G(x∗(T )), λ∗〉 + λ0φx(x∗(T ))qf̃ ,f∗

(T )(T )
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≤ 0. (20)
�

In many cases, the condition (20) can be rewritten using co-state (adjoint)
variables.

Remark 2. a. When Mf = Mf∗

for all f ∈ F, then in condition (15),
the set Q(T, f̃ , f) can be replaced by {q(T )(T ) : q(.) ∈ Q̂(f̃ , f, f∗, xf (.))},
provided Λ and µ̌ are suitably modified, (still functions only of T, Mφ,
M, Mf∗

, µ,µ′, µ̂).

b. The condition (19) can be weakened as follows: Replace the inclusion in

(19) by clB(z∗, ε) ⊂ clco{δ̂−1Gx(xf (T ))qf̂ ,f (T )(T ) − c + G(x∗(T )) :
δ̂ > 0, f̂ ∈ B(f∗, δ̂), c ∈ C ∩ clB(G(x∗(T )), 1)}.

c. If z∗ = 0 in (19) (or in the condition in b.), then in Corollary 1, (18) and
the continuity of x(.) → (f∗

x(., s, x(.))q(.) and x → Gx(x)q′ can be deleted.

Remark 3. In the situation of Corollary 1, in the case where x → G(x)
and x(.) → f∗(., s, x(.)) have Frechét derivatives that are continuous in
B(x∗(T ), ς) ⊂ X and B(x∗(.), ς) ⊂ C(J, X), respectively, then (19) need
only hold for f = f∗. (This comment does not pertain to the weakened con-
dition in Remark 2 b.)

Proofs of the above results are given in Sections 5-11.

Remark 4. In nonsmooth problems, in the setting of Remark 1, to obtain
better tools, it is often needed to use strong variations in u(.) (switching)
in combination with weak ”variations” of the type (1 − λ)u(t) + λv(t) ∈ U ,
λ ∈ [0, 1], (U for the moment assumed to be a convex set in a normed
space). Theorem 1 utilizes only strong variations. By rewriting the system
using an auxiliary state, (actually λ), it is possible to obtain weak variations
as strong ones, (see Seierstad (1994)). Hence, when Theorem 1 is applied to
the rewritten system, in effect also weak variations occur.

5. More general necessary conditions.

Necessary conditions, more general than those in the preceding section, are
presented in Lemma 1 and Theorems 2 and 3 below.
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In the results above, ”approximate” controllability properties related to
linearized variations are used. (”Approximate” here means a quite rough
approximation: The v’s in (15) are only roughly approximated by the vari-
ations.) The next lemma utilizes approximate controllability by exact vari-
ations of the system. Then no assumptions concerning existence of d.d.
containers are needed. To indicate the content of the lemma, note that it
is related to the necessary condition that if a point c∗∗ in C − G(x∗(T )) is

attainable by G(xf̂ (T )) − G(x∗(T )), for a perturbation f̂ of f∗, then, by

optimality, the corresponding change in φ, φ(xf̂ (T )) − φ(x∗(T )), must be
nonpositive. If c∗∗, and points nearby, are only known to be roughly attain-
able (see the first inequality in (21) below), the corresponding change in the
criterion cannot be two large, (see the last inequality in (21)). It is here
needed to include perturbations not only of f∗, but also of f ’s near f∗.

Lemma 1. (No d.d. containers, no switching) Let (x∗(.), f∗) be optimal
in problem (4)-(7), and let ζ be as defined in (14). Assume that G(x)
and φ(x) are continuous in B(x∗(T ), ς). Then there exists no quintuple
(K, c∗∗, µ, µ̂, µ′) ∈ (0, ∞) × (C − G(x∗(T ))) × (0, 1) × (0, ζ] × (0, ∞) with
the property that, for all f ∈ clB(f∗, µ̂) ⊂ F , all c ∈ C ∩ clB(G(x∗(T ), µ̂),
all v̂ := (v, ω) ∈ Y × (−∞, 0] with |v̂ − (c∗∗, 0)| = µ′, all r ∈ (0, 1], there
exists a triple (f̂ , c′′, δ), f̂ ∈ clB(f∗, ζ) ⊂ F , c′′ ∈ C, and δ ∈ (0, r], such that

|G(xf̂ (T )) − G(xf (T )) − δv − δ(c′′ − c)| ≤ (1 − µ)δµ′|v̂|/(|c∗∗| + µ′),
σ(f̂ , f) ≤ δK|v̂|, |c′′ − c| ≤ K|v̂|, and

φ(xf̂ (T )) − φ(xf (T )) + δω ≥ −(1 − µ)δµ′|v̂|/(|c∗∗| + µ′). (21)

Proof. Let us first prove (22),(23), and (24) below, which partly con-
tain results only needed later on. If f̃ =

∑
λifi ∈ coF, (fi ∈ F ), let

M f̃ :=
∑

i λiM
fi ,(see (7)).

Let f̃ , f ∈ coF be given. Assume that there exists an integrable
function α(.) such that x(.) → f(., s, x(.)) has Lipschitz rank

α(s) ≤ Mf in B(x∗(.), ς). Then, |xf̃ (t) − xf (t)|

≤ exp(
∫ t

0 α(s)ds) supt′≤t |
∫ t′

0 {f̃(t′, s, xf̃ (→ s))−f(t′, s, xf̃ (→ s))}ds|

for t ∈ [0, T ′], (T ′ ≤ T ), whenever xf̃ (t) and xf (t) are solutions that
exist on [0, T ′] and belong to B(x∗(t), ς) for all t. (22)

Hence, if f̃ , f ∈ coF, and if xf̃ (t) and xf (t) are solutions that exist on
[0, T ′] and belong to B(x∗(t), ς) for all t, then, by (7), for all t ∈ [0, T ′]
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(i) |xf̃ (t) − xf (t)| ≤ exp(
∫ t

0 α(s)ds)2Mσ(f̃ , f),

(ii) |xf̃ (t) − xf (t)| ≤ exp(
∫ t

0 α(s)ds)T ′||f̃ − f ||, (23)

where ||f̃ − f || := supt,s,x(.)∈B(x∗(.),ς) |f̃(t, s, x(.)) − f(t, s, x(.))|. Finally,

(i) For all f̃ , f in clB(f∗, %ζ) ⊂ F, % ∈ (0, 2), solutions xf̃ (s) and
xf (s) exist on all [0, T ], belong to clB(x∗(s), %ς/2), and

|xf̃ (t) − xf (t)| ≤ exp(Mf t)2Mσ(f̃ , f).
(ii) Let f ∈ clB(f∗, ζ), f̃ ∈ coF , with ||f̃ − f || ≤ ς/4T exp(MfT ).

Then, a solution xf̃ (s) exists on all [0, T ],
belongs to clB(xf (s), ς/4) ⊂ clB(x∗(s), 3ς/4) and

|xf̃ (t) − xf (t)| ≤ T ||f − f̃ || exp(Mf t). (24)

To prove (22), define |xf̃ (.) − xf (.)|t := sups≤t |xf̃ (s) − xf (s)|. If xf̃ (s)

and xf (s) belong to B(x∗(s), ς) for all s, then |xf̃ (t) − xf (t)| ≤

|
∫ t

0{f̃(t, s, xf̃ (.)) − f(t, s, xf̃ (.))}ds| + |
∫ t

0{f(t, s, xf̃ (.)) − f(t, s, xf (.))}ds| ≤

|
∫ t

0{f̃(t, s, xf̃ (.)) − f(t, s, xf̃ (.))}ds| +
∫ t

0 α(s)|xf̃ (.) − xf (.)|sds,

so |xf̃ (.) − xf (.)|t ≤

supt′≤t |
∫ t′

0 {f̃(t′, s, xf̃ (.)) − f(t′, s, xf̃ (.))}ds| +
∫ t

0 α(s)|xf̃ (.) − xf (.)|sds.

By a version of Gronwall’s inequality, evidently (22) (and then also (23))
holds.

To prove (24)(i), apply a suitable local existence theorem to obtain that, for

any f̃ ∈ clB(f∗, %ζ), a solution xf̃ (t) of (4) exists in B(x∗(t), %ς) on some
interval [0, T ′]. (In fact, the standard local existence theorems for Volterra
nonretarded equations in finite (even one) dimension in the Lipschitzian case,
see e.g. Pogorzelski (1966), p.191, carry over virtually without change to

the present case.) By (23)(i) and α(.) ≤ Mf , it follows that |xf̃ (t) − xf∗

(t)|

≤ exp(Mf∗

t)2Mσ(f̃ , f∗), so, in fact xf̃ (t) belongs to clB(x∗(t), %ς/2), by

(14). A continuation argument yields that the solution xf̃ (.) exists on all
[0, T ] and belongs to clB(x∗(t), %ς/2) for all t. Hence, (24)(i) follows. The
property (24)(ii) has a similar proof.

To finish the proof of Lemma 1, note that for A = clB(f∗, ζ) ⊂ F, H(f) =
G(xf (T )), and η(f) = −φ(xf (T )), a∗ = f∗, µ′′ = µ, Corollary 5 in Section
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10 below yields the desired conclusion. (The existence of xf (.) and the con-
tinuity required in (46) is provided by (24)(i).) �

When (8) and (9) hold, then, no greater generality is gained by allowing
c∗∗ 6= 0 in Lemma 1. So in this case, it suffices to note that no quadruple
(K, µ, µ̂, µ′) exists, such that (21) holds with c∗∗ = 0. Note that when (25)
below fails (i.e. no quadruple exists, with the asserted property), then triv-
ially no quintuple with c∗∗ = 0 exists with the property described in Lemma
1, (it suffices to note that then (21) fails for ω = 0). In Lemma 2, (25)
yields an exact penalization result, when combined with slightly stronger
continuity assumptions.

Lemma 2. (Exact penalization. No d.d. containers. No switching)
Let (x∗(.), f∗) be optimal in problem (4)-(7), and let ζ be as defined in
(14). Assume that G(x) is continuous - and φ(x) Lipschitz continuous -
in B(x∗(T ), ς), the Lipschitz rank of φ being Mφ. Assume, moreover, that
there exists a quadruple (K ′, µ, µ̂, µ′) ∈ (0, ∞) × (0, 1) × (0, ζ] × (0, ∞) with
the property that for all f ∈ clB(f∗, µ̂) ⊂ F , all v ∈ Y with |v| = µ′, all
r ∈ (0, 1], there exists a triple (f̂ , c′′, δ̂), f̂ ∈ clB(f∗, ζ) ⊂ F, c′′ ∈ C, and
δ̂ ∈ (0, r], such that

|G(xf̂ (T )) − G(xf (T )) − δ̂v − δ̂(c′′ − c∗)| ≤ (1 − µ)δ̂µ′,
σ(f̂ , f) ≤ δ̂K ′µ′, and |c′′ − c∗| ≤ K ′µ′, (25)

where c∗ = G(x∗(T )). Then, (f∗, c∗) maximizes

ι∗(f, c) := φ(xf (T )) − 16µ−1KMMφ|G(xf (T )) − c| exp(βf ) (26)

for (f, c) in clB(f∗, µ̌/2) × (C ∩ clB(c∗, µ̌/2)), where µ̌ = min{µ̂, µµ′/2},
K := max{K ′, 1 + K ′µ′/µ̌}, and βf := Mfσ(f, f∗) + Mf∗

(T − σ(f, f∗)).

Proof: For each f in F, there exists a set Cf such that σ(f, f∗) = meas(Cf )
and Cf ⊃ {s : f(t, s, x(.)) 6= f∗(t, s, x(.))} for all t ∈ J, x(.) ∈ C(J, X). De-
fine αf (.) = Mf1Cf

+Mf∗

(1−1Cf
) and c∗ := G(x∗(T )). For A = clB(f∗, ζ),

H(f) = G(xf (T )), η(f) = −φ(xf (T )), a∗ = f∗, µ∗ = µ̂, and µ′′ = µ, Corol-
lary 7 in Section 10 below yields the conclusion in the lemma. (For a = f,

let Wa in the Corollary equal Mφ2M exp(
∫ T

0 αf (s)ds) = Mφ2M exp(βf ), see
(23)(i).) �
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In the next result, (8) and (9) are added to the set of properties postu-
lated, in particular, switching closedness is utilized.

Theorem 2. (Exact penalization, no d.d. containers, switching) Let (x∗(.), f∗)
be optimal in problem (4)-(9) and let ζ be as defined in (14). Assume that
there exists a triple (µ′′, µ̂, µ′) ∈ (0, 1) × (0, ζ] × (0, ∞) such that for all
f ∈ clB(f∗, µ̂) ⊂ F , and for all v ∈ Y with |v| = µ′, there exists a triple
(f̃ , c′′, δ̃), δ̃ > 0, f̃ ∈ coB(f, δ̃), (B(f, δ̃) ⊂ F ), c′′ ∈ C ∩ clB(G(x∗(T )), 1),
such that for all r ∈ (0, min{1, ς/8TM exp(TMf )}], a δ ∈ (0, r] exists, such
that:

|G(xf̃δ
(T )) − G(xf (T )) − δδ̃v − δδ̃(c′′ − G(x∗(T )))| ≤ (1 − µ′′)δδ̃µ′ (27)

where
f̃ δ := δf̃ + (1 − δ)f. (28)

Then, for any f̃ ∈ coF, for any c ∈ C, for f δ := δf̃ + (1 − δ)f∗, µ̌′′ :=
min{µ̂, µ′′µ′/4}, K := max{1/µ′, 1 + 1/µ̌′′}, and ιc,f̃ (δ) :=

φ(xfδ
(T ))− 32KMMφµ′′−1 exp(TMf∗

)|G(xfδ
(T ))−G(x∗(T ))−δc+δG(x∗(T ))|,

the inequality lim supδ↘0[ιc,f̃ (δ) − ιc,f̃ (0)]/δ ≤ 0 holds. �

Note that when δ ∈ (0, ς/8MT exp(TMf )], xf̃δ
(t) exists on [0, T ] and be-

longs to clB(x∗(t), 3ς/4), (see (24)(ii) and note that ||f̃ δ − f || = δ||f̃ − f || ≤

δ2M). A similar remark pertains to xfδ
(.). A proof of this result is given in

the next section.

6 Reduction to the case of ordinary retarded equations

It is possible to reduce the proofs of Theorems 1 and 2 to the case of ordi-
nary retarded equation. This will now be proved. Let πs : C(J, C(J, X)) →
X be defined by πsz(.) = z(s)(s), (z(.) ∈ C(J, C(J, X)), and let π :
C(J, C(J, X)) into C(J, X) be defined by π(z(.)) := s → πsz(.) = z(s)(s).
To each f ∈ F, there corresponds a function f̌(s, z(.)) := f(., s, πz(.)), de-
fined on J × C(J, C(J, X)), with values in C(J, X). Let
F̌ = { f̌ : f ∈ F}. Consider the ordinary retarded differential equation

13



dz/ds = f̌(s, z(→ s)), z(0) = x0, f̌(s, z(.)) := f(., s, πz(.)), (29)

with state space C(J, X), (x0 = x0(.)). By retarded dependence in f , f̌(s, z(.))
depends only on the values z(s′), s′ ≤ s. By definition, a solution z(.) to (29)
is absolutely continuous and has an integrable derivative existing a.e.

Lemma 3. Assume (6),(7),(9). To each solution z(t) ∈ C(J, C(J, X))
of (29) for which z(t)(t) ∈ B(x∗(t), ς) for all t, there corresponds a solution
of (4) that belongs to B(x∗(t), ς), and vice versa.

Proof: Let x(t) be a solution of (4) in B(x∗(t), ς) for some given f, and
define

zx(.)(τ, t) := x0(t) +
∫ τ

0 f(t, s, x(→ s))ds, τ, t ∈ J, (30)

(by (7), the integrand is bounded). Then z(τ) := t → zx(.)(τ, t) satisfies
(29), (z(τ) = x0 +

∫ τ

0 f(., s, x(→ s))ds, the integral exists in C(J, X), by
(9)). On the other hand, let z(τ) := t → z(τ)(t) be a solution of (29) with
z(t)(t) ∈ B(x∗(t), ς), for some f. (Note that then the right hand side is
bounded by M). Then, define x(t) :=

xz(.)(t) := z(t)(t). (31)

Evidently, (x(t), f) then satisfies (4). �

Note that when f, f̂ ∈ B(f∗, ζ), the corresponding solutions zf (t) and

zf̂ (t) of (29) exist in clB(zf∗

(t), ς/2), for all t in [0,T] and satisfy

|zf (t) − zf̂ (t)| ≤ exp(Mf t)2Mσ(f, f̂), (32)

by arguments analogous to those leading to (24).
From these observations, it follows that necessary conditions for opti-

mality for systems of the type (4)-(9) automatically follow from necessary
conditions for optimality for systems governed by ordinary retarded differ-
ential equations. In this case, the functions f do not depend on t, closed-
ness under switching is defined in the same manner as before, the σ-metric
σ(f, f̂) is now σ(f, f̂) := inf{meas(M ′) : M ′ is measurable and contains
{s : f(s, x(.)) 6= f̂(s, x(.))} for all x(.) ∈ C(J, X)}. Further properties uti-
lized in this case (specializations of (6), (7), (9)) are the following:.

14



The set F of functions f is assumed to be essentially σ-closed,
and any f = f(s, x(.)) in F is separately measurable in s and
satisfies the retardedness condition: f(s, x(.)) = f(s, x̌(.))
if x(τ) = x̌(τ) for τ ≥ s, x(.), x̌(.) ∈ C(J, X). (33)

F is closed under switching. (34)

Moreover, for some ς > 0, some M > 0, for all f in F, for some Mf ,
for all s,

supx(.)∈B(x∗(.),ς) |f(s, x(→ s))| ≤ M and x(.) → f(s, x(→ s)) is

Lipschitz continuous of rank ≤ Mf in B(x∗(.), ς) ⊂ C(J, X). (35)

Sometimes, we will also need to refer (8), which is repeated here:

G(x) : X → Y and φ(x) : X → R are assumed to be Lipschitz
continuous in B(x∗(T ), ς) with ranks MG and Mφ, resp. (36)

In this case, (4) reduces to

dx/dt = f(s, x(→ s)) a.e., x(0) = x0 ∈ X, (37)

where a solution x(s), by definition, is antidifferentiable.
The optimization problem is again: For the given entities x0, φ, G, F, and

C (a closed convex set in Y ),

maxx(.),f φ(x(T )), subject to (37), G(x(T )) ∈ C and f ∈ F. (38)

From now on, we shall only give proofs for the problem (37), (38), (these
proofs automatically also provide proofs in case of system (4),(5)).

Evidently, Lemma 1 and Lemma 2 in particular hold for the present type
of systems, and this is formally stated below.

Lemma 4. (Ordinary retarded equation, no d.d. container, no switch-
ing). In Lemma 1 the reference to problem (4)-(7) can be replaced by a
reference to problem (33), (35),(37) (38).
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Lemma 5. (Ordinary retarded equation, no d.d. container, no switch-
ing). In Lemma 2 the reference to problem (4)-(7) can be replaced by a
reference to problem (33),(35),(37) (38).

Lemma 6. (Ordinary retarded equations, no d.d. containers, switching).
Let (x∗(.), f∗) be optimal in problem (27), (33)-(35),(37), (38) and assume
that G(x) is continuous, and φ(x) is Lipschitz continuous, in B(x∗(T ), ς),
the Lipschitz rank of φ being Mφ. Then (f∗, c∗), (c∗ := G(x∗(T ))), maxi-
mizes ι̃(f, c) for (f, c) in clB(f∗, µ̌/2) × (C ∩ clB(c∗, µ̌/2)), where ι̃(f, c) :=
φ(xf (T ))− 32KMMφµ′′−1 exp(βf )|G(xf (T ))−c|, µ̌ := min{µ̂, µ′′µ′/4}, K =
max{1/µ′, 1 + 1/µ̌}, and βf := Mfσ(f, f∗) + Mf∗

(T − σ(f, f∗)).

This lemma and the next one is given a joint proof.

Lemma 7. (Ordinary retarded equation, no d.d. containers, switching)
Theorem 2 holds for (4)-(9) replaced by (33)-(38).

Proof: Let r̂ ∈ (0, 1]. It is first proved that (27) implies (25) for µ =
µ′′/2 and K ′ := 1/µ′. Assume that (27) holds for (f, v, f̃ , c′′, δ̃, r, δ), r ≤
min{r̂/δ̃, ζ/δ̃}], f̃ :=

∑
i λifi ∈ coB(f, δ̃), (fi ∈ B(f, δ̃) ⊂ F ), and f̃ δ =

δf̃ + (1 − δ)f. By continuity of G, there exists an ε > 0, such that |G(x) −

G(xf̃δ
(T ))| ≤ δδ̃µ′µ′′/2, when |x − xf̃δ

(T )| < ε. Choose sets Ci such that
Ci ⊃ {s : fi(s, x(.)) 6= f(s, x(.))} for all continuous x(.) and meas(Ci) =

σ(fi, f). For α := max{Mf , maxi M
fi}, the inequality supt′≤T |

∫ t′

0 {f̃ δ(s, xf̃δ
(s))−

f̂(s, xf̃δ
(s))}ds| < ε exp(−Tα) can be obtained for a function f̂ ∈ F con-

structed by ”rapid switching” between f and the fi’s with ”weights” 1 −∑
i δλi and δλi. More precisely, f̂ equals

∑
i fi1Ci

+ (1 −
∑

i 1Ci
)f , where

meas(Ci) = δλiT, Ci measurable and disjoint, see e.g. Seierstad (1975,
Remark 10.1). Note that

∫
J

∑
i λi1Cids < δ̃. By ”rapid switching”, the

sets Ci can be chosen such that also |
∫
J
{
∑

i(1Ci1Ci
− δλi1Ci)}ds| < δδ̃ −

∫
J

∑
i δλi1Cids, which yields

∫
J

∑
i 1Ci1Ci

ds < δδ̃. Evidently, for all contin-

uous x(.), {s : f̂(s, x(.)) 6= f(s, x(.))} ⊂ ∪i{Ci ∩ Ci}, so σ(f̂ , f) < δδ̃ ≤ ζ.

Existence of xf̂ (.) follows from (24)(i). By (22) and the above inequality in-

volving α, it follows that |xf̃δ
(T )−xf̂ (T )| < ε, so |G(xf̃δ

(T ))−G(xf̂ (T ))| ≤
δδ̃µ′µ′′/2. The latter inequality and (27) yield (25) for µ = µ′′/2, δ̂ = δδ̃ ∈
(0, r̂], c′ = δ̂c′′ + (1 − δ̂)c. As K ′ = 1/µ′, |c′ − G(x∗(T ))| ≤ δδ̃K ′µ′ and
σ(f̂ , f) ≤ δδ̃K ′µ′. Hence, Lemma 6 is valid.
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To prove Lemma 7, from Lemma 6 we know that (f∗, c∗) ( c∗ := G(x∗(T )))
maximizes ι̃(f, c) in clB(f∗, µ̌/2) × (C ∩ clB(c∗, µ̌/2)). Fix any c ∈ C and
f̃ :=

∑
i λifi ∈ coF, let fδ be any switching combination of the fi’s and f∗

with weights δλi and (1 − δ
∑

i λi), δ ∈ (0, ζ], and let ι̂(fδ, c) := φ(xfδ(T )) −
Λ̃ exp(Mf∗

T )|G(xfδ(T ))−c|, where Λ̃ := 32KMMφ/µ′′. We can take Mfδ :=
max{f∗, maxi{Mfi}}, βfδ := Mfδσ(fδ, f

∗) + Mf∗

(T − σ(fδ, f
∗)). Let Λ′ :=

MG exp(TMf∗

)2MT + |c − c∗| and let ε be an arbitrary positive number.
As meas(Cfδ

) ≤ δT, then for δ′ ∈ (0, ζ], small enough, the inequality ε′ :=
| exp(βfδ )− exp(TMf∗

)| ≤ ε/3Λ̃Λ′, is valid for all δ ∈ (0, δ′], uniformly in
the set Sδ of switching combinations fδ with the prescribed weights. Further-
more, note that (24)(i) gives, for δ ∈ (0, δ′], that |G(xfδ(T )) − G(x∗(T ))| ≤
MG exp(TMf∗

)2MδT, so ε′′ := |G(xfδ(T )) − c∗ − δ(c − c∗)|/δ ≤ Λ′. Now,
Lemma 6 provides the inequality 0 ≥ [ι̃(fδ, δc+(1− δ)c∗)− ι̃(f∗, c∗)]/δ, δ ∈
(0, µ̌/2]. Replacing the term βfδ occurring in ι̃(fδ, δc + (1 − δ)c∗) by TMf∗

changes the right hand side by an amount = Λ̃ε′ε′′ ≤ Λ̃ε′Λ′ ≤ ε/3, which
yields ε/3 ≥ [ι̂(fδ, δc+(1−δ)c∗)− ι̂(f∗, c∗)]/δ for all switching combinations
fδ in Sδ, δ ∈ (0, min{δ′, µ̌/2}]. Finally, let f δ := δf̃ + (1 − δ)f∗, and note
that for each δ ∈ (0, δ′′], δ′′ := min{δ′, µ̌/2, ς/8TM exp(TMf∗

)}], by (22),

(24) (ii), a switching combination fδ ∈ Sδ exists such that |φ(xfδ
(T )) −

φ(xfδ(T ))|/δ < ε/3 and |G(xfδ
(T ))−G(xfδ(T ))|/δ < ε/3Λ̃ exp(TMf∗

). The
three inequalities involving ε/3 yield ε ≥ [ι̂(f δ, δc + (1 − δ)c∗) − ι̂(f∗, c∗)]/δ,
δ ∈ (0, δ′′], and the conclusion of Lemma 7 (Theorem 2) follows.

7. Proof of necessary conditions involving d.d. containers

When assumption (10) holds, then f̌ (see 29) has the d.d. container
D2f̌(s, x(.))(q(.)) := D3f(., s, πx(.))(πq(.)), q(.) ∈ C(J, C(J, X)). In fact,
the following properties then hold for the functions f̌ in F̌ : Given any
s ∈ J,

at each x̌(.) ∈ B(zf̌∗

(.), ς) ⊂ C(J, C(J, X)), the map

x(.) → f̌(s, x(.)) : B(zf̌∗

(s), ς) → C(J, X), has a closed d.d.
container D2f̌(s, x̌(.))(q(.)) in all directions q(.) ∈ C(J, C(J, X)),
which is uniform in q(.) ∈ Q̃(f̌+, f̌ , x̌(.)) for any f̌+ ∈ coF̌ , (39)

where the set Q̃(f̌+, f̌ , x̌(.)) consists of all antidifferentiable functions q̌(.)
on J with values in C(J, X) that satisfy

dq̌(s)/ds ∈ f̌+(s, x̌(.)) − f̌(s, x̌(.)) + D2f̌(s, x̌(.))(q̌(.)) a.e.
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q̌(0) = 0. (40)

Furthermore, D2f̌(s, x̌(.))(q̌(.)) exhibits retarded dependence on q̌(.), is Lip-
schitz continuous in q̌(.) of rank ≤ Mf , and, as function of s, is measur-
able and essentially separably valued. These observations make it pos-
sible to confine again the discussion to the case where the f ’s are inde-
pendent of t. Hence, from now on in this section, F consists of functions
f(s, x(→ s)) : J × C(J, X) → X. The following assumption is needed, (a
specialization of (10) to the present case, with (11) added):

Let f ∈ F, x(.) ∈ B(x∗(.), ς) ⊂ C(J, X), f, x(.) arbitrary. The map
x̃(.) → f(s, x̃(.)), B(x∗(.), ς) → X has a closed d.d. container

D2f(s, x(.))(q(.)) at x(.), for each q(.) ∈ C(J, X). Furthermore,
q(.) → D2f(s, x(.))(q(.)), for each s, depends only on past values
of q(.). Let f̃ ∈ coF, f̃ arbitrary, and let Q′(f̃ , f, x(.)) be
the set of antidifferentiable functions q(.) : J → X satisfying
dq(s)/ds ∈ f̃(s, x(→ s)) − f(s, x(→ s)) + D2f(s, x(.))(q(→ s)) a.e.
For each s, D2f(s, x(.))(q(→ s)) is uniform in q(.) in the set
Q′(f̃ , f, x(.)). Moreover, q(.) → D2f(s, x(.))(q(→ s)) is Lipschitz
continuous with rank ≤ Mf on C(J, X) and, as a function of s,
D2f(s, x(.))(q(→ s)) is measurable and essentially separably valued,
(i.e. for some separable set Xf,x(.),q(.) ⊂ X, D2f(s, x(.))(q(→ s)) ⊂
Xf,x(.),q(.) for a.e. s). At x(T ), x → G(x) and x → φ(x) are assumed
to have d.d. containers in all directions v, being uniform in v ∈
Q̌(T, f̃ , f, x(.)) := {q(T ) : q(.) ∈ Q′(f̃ , f, x(.))}. (41)

A joint proof will be given for the following two special cases of Theorem 2
and Theorem 1, respectively.

Lemma 8. (Ordinary retarded equation, d.d. containers, switching) Con-
sider problem (33) - (38), (41). Assume that (x∗(.), f∗) is an optimal ad-
missible pair. Assume that the following condition holds: There exists a
triple (µ, µ̂, µ′), µ ∈ (0, 1), µ̂ ∈ (0, ζ], µ′ ∈ (0, ∞), with the property that
for any f ∈ clB(f∗, µ̂), for any v ∈ Y with |v| = µ′, there exists a triple
(f̃ , c, δ̃) ∈ coF × (C ∩ clB(G(x∗(T )), 1)) × (0, ∞) such that f̃ ∈ coB(f, δ̃)
and

sup{|δ̃v − z + δ̃(c′′ − G(x∗(T )))| : z ∈ DG(xf (T ))(Q(T, f̃ , f))}
≤ (1 − µ)δ̃µ′, (42)
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where Q(T, f̃ , f) := Q̌(T, f̃ , f, xf (.)), (for Q̌, see (41)). Then the follow-
ing necessary condition holds: For each f̃ ∈ coF, c ∈ C, the inequality
lim supδ↘0[ι̌c,f̃ (δ) − ι̌c,f̃ (0)]/δ ≤ 0 holds, where ι̌c,f̃ (δ) :=

φ(xfδ
(T ))− Λ′′|G(xfδ

(T )) − G(x∗(T )) − δc + δG(x∗(T ))|,
K ′′ := max{1/µ′, 1 + 1/ min{µ̂, µµ′/8}}, Λ′′ := 64K ′′MMφµ−1 exp(TMf∗

),
and f δ = δf + (1 − δ)f∗.

Lemma 9. (Ordinary retarded equation, d.d. containers, switching) Con-
sider problem (33) - (38), (41). Assume that (x∗(.), f∗) is an optimal
admissible pair and that (42) holds. Then, for any f̃ ∈ coF, c ∈ C, the
inequality 0 ≥ inf Ωc,f̃ holds. (For Ωc,f̃ , see (16).)

Proofs. We anticipate further results by claiming the validity of the fol-
lowing property, (it is proved subsequent to Lemma 10 in Section 9, after
the development of the necessary amount of d.d. container calculus in Sec-
tions 8 and 9):

For any f ∈ clB(f∗, ζ), for any f̃ ∈ coF, for all ε > 0, there
exists a δf ∈ (0, ς/8TM exp(TMf )], such that for all δ ∈ (0, δf ],

δ−1(G(xf̃δ
(T )) − G(xf (T )), φ(xf̃δ

(T )) − φ(xf (T ))) ∈ Ψ + B(0, ε),
where Ψ := ∪y∈Q(T,f̃ ,f)DG(xf (T ))(y) × Dφ(xf (T ))(y), (43)

and where f̃ δ := δf̃ +(1− δ)f, (xf̃δ
(t) exists in clB(x∗(t), 3ς/4), by(24)(ii)).

Lemma 8 follows from Lemma 7, with µ′′ = µ/2 , once (27) is proved:
Choose δf so small that (43) holds for ε = δ̃µ′µ/2. Then, by (42), for

∆∗ := {[G(xf̃δ
(T )) − G(xf (T ))]/δ : δ ∈ (0, δf ]},

sup{|δ̃v − z + δ̃(c′′ −G(x∗(T )))| : z ∈ ∆∗} ≤ (1−µ′′)δ̃µ′. As (27) then holds,
the conclusion of Lemma 7 holds: For any f̃ ∈ coF, c ∈ C, lim supδ↘0[ιc,f̃ (δ)−
ιc,f̃ (0)]/δ ≤ 0, which yields the conclusion in Lemma 8. This conclusion says

that for any ε′ > 0, for all δ > 0, small enough, [ι̌c,f̃ (δ) − ι̌c,f̃ (0)]/δ ≤ ε′/3.

By (43), for f = f∗, ε = ε′/3, f δ = δf̃ + (1 − δ)f∗, for any δ small enough,
there exist z ∈ Q(T, f̃ , f∗), v′ ∈ DG(x∗(T ))(z) and w ∈ Dφ(x∗(T ))(z),

such that the inequalities Λ′′|v′ − [G(xfδ
(T )) − G(x∗(T ))]/δ| ≤ ε′/3 and

|w − [φ(xfδ
(T )) − φ(x∗(T ))]/δ)| ≤ ε′/3 hold. The three inequalities involv-

ing ε′/3 yield w − Λ′′|v′ − c + G(x∗(T ))| ≤ ε′, and the conclusion of Lemma
9 follows.
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8. Properties of d.d. containers

If g is a function of n variables xi, the difference quotient of the func-
tion xi → g(x1, ..., xn) in direction vi is written ∆ig(x1, ..., xn)(vi, λ), and
∆∗

i g(x1, ..., xn)(vi, r) := {∆ig(x1, ..., xn)(vi, λ) : λ ∈ (0, r]}. A d.d. container
of xi → g(x1, ..., xn) is written Dig(x1, ..., xn)(vi). The definition of d.d. con-
tainer does not require the corresponding function to be locally Lipschitz
continuous, so the latter property is explicitely mentioned in the results
below when it is needed.

A few calculus rules for d.d. containers will now be presented. Let X, X̃,
Y, Ỹ , and Z be real normed spaces, and let E : X → Y, F : X → Y, F̃ : X →
Ỹ , G : Y → Z be given functions.

A). If DF (x0)(v) is a d.d. container of F at x0 in direction v, then µDF (x0)(v)
is a d.d. container of µF at x0 in direction v.

B). Let H = G(F (x)). Let F (x) have a d.d. container DF (x0)(v) at
x0, uniform in v ∈ V , V a given set, and let G have a d.d. container
DG(F (x0))(ṽ) at F (x0), uniform in ṽ ∈ V ′ = DF (x0)(V ). Assume also that
G is locally Lipschitz continuous near F (x0), and that V ′ is bounded. Then
DG(F (x0))(DF (x0)(v)) is a d.d. container of H at x0, uniform in v ∈ V .

Proof. Observe that ∆H(x0)(v, λ) = ∆G(F (x0))(ṽ, λ), where ṽ :=
∆F (x0)(v, λ), so ∆∗H(x0)(v, r) ⊂

∆∗G(F (x0))(∆
∗F (x0)(v, r), r) := ∪ṽ∈∆∗F (x0)(v,r)∆

∗G(F (x0))(ṽ, r).

Now, G is Lipschitz continuous of rank ≤ MG ≥ 1 in some ball B(F (x0), εG).
Let ε be any given number in (0, εG). Then, for some r ∈ (0, 1), ∆∗F (x0)(v, r)
⊂ DF (x0)(v) + B(0, ε/2MG) and ∆∗G(F (x0))(w, r) ⊂ DG(F (x0))(w) +
B(0, ε/2) for all v ∈ V, w ∈ V ′. Here, r can be chosen so small that
r < εG/2|V ′|(⇒ |V ′| < εG/2r). It remains to prove that any z ∈
∆∗G(F (x0))(∆

∗F (x0)(v, r), r) belongs to DG(F (x0))(DG(x0)(v))+B(0, ε).
Now, z ∈ ∆∗G(F (x0))(w

′, r) for some w′ ∈ ∆∗F (x0)(v, r). There ex-
ists a w ∈ DF (x0)(v), such that |w′ − w| ≤ ε/2MG ≤ εG/2MG. Now,
|w| < εG/2r and (hence) |w′| < |w′ − w| + εG/2r < εG/2MG + εG/2r ≤
εG/2r + εG/2 ≤ εG/r, (r < 1). Using the last inclusion and Lipschitz con-
tinuity of w′′ → ∆∗G(F (x0))(w

′′, r) of rank MG in B(F (x0), εG/r) yield
z ∈ ∆∗G(F (x0))(w, r) + B(0, MGε/2MG) ⊂ DG(F (x0))(w) + B(0, ε). �

Let F × F̃ be the map x → (F (x), F̃ (x)). Because
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∆∗(F × F̃ )(x0)(v, r) ⊂ ∆∗F (x0)(v, r) × ∆∗F̃ (x0)(v, r), the proof of the fol-
lowing result is immediate:

C). Assume that DF (x0)(v) and DF̃ (x0)(v) are d.d. containers of F and F̃
at x0 , uniform in directions v ∈ V . Then, DF (x0)(v)×DF̃ (x0)(v) is a d.d.
container of F × F̃ , uniform in V.

Because ∆∗(E + F )(x0)(v, r) ⊂ ∆∗E(x0)(v, r) + ∆∗F (x0)(v, r), we have:

D). Let DE(x0)(v) and DF (x0)(v) be d.d. containers of E and F at x0,
both uniform in v ∈ V. Then DE(x0)(v) + DF (x0)(v) is a d.d. container of
E + F at x0, uniform in v ∈ V.

E). Let K(x, x̃) : X × X̃ → Y, and let x → K(x, x̃) have a Frechét deriva-
tive K ′

1(x, x̃) at all points (x, x̃) in a neighborhood of a given point (x0, x̃0),
K ′

1(x, x̃) continuous at (x0, x̃0). Assume also that x̃ → K(x0, x̃) has a d.d.
container D2K(x0, x̃0)(ṽ), uniform in ṽ ∈ Ṽ , Ṽ a given subset of X̃. Then
DK(x0, x̃0)(v, ṽ) := K ′

1(x0, x̃0)(v) + D2K(x0, x̃0)(ṽ) is a d.d. container of
(x, x̃) → K(x, x̃) at (x0, x̃0), uniform in B(0, 1) × Ṽ .

The proof follows easily from the equality [K(x0+λv, x̃0+λṽ)−K(x0, x̃0)]/λ
= [K(x0 +λv, x̃0 +λṽ)−K(x0, x̃0 +λx̃0)]/λ+[K(x0, x̃0 +λṽ)−K(x0, x̃0)]/λ
and the inequality |[K(x0+λv, x̃0+λṽ)−K(x0, x̃0+λx̃0)]/λ−K ′

1(x0, x̃0)(v)| ≤
supγ∈[0,λ] |K

′
1(x0 + γv, x̃0 + λx̃0) − K ′

1(x0, x̃0)||v|.

F). Let g∗(s, x) : I × X → Y , (Y a Banach space, I a bounded interval
⊂ R), be Lipschitz continuous in x ∈ B(x0, γ) of rank ≤ κ(s), for some
given γ > 0 (independent of s), x0 ∈ X, κ(s) integrable. Assume that for
each x ∈ B(x0, γ), s → g∗(s, x) is integrable and define f̃(x) =

∫
I
g∗(s, x)dt.

Assume also that, for each s, x → g∗(s, x) has a closed d.d. container
D2g

∗(s, x0)(v) at x0, which is uniform in v ∈ V , where V is a bounded set.
Assume that |D2g

∗(s, x0)(V )| ≤ κ′(t), κ′(t) integrable, and that, for each
v ∈ V, s → D2g

∗(s, x0)(v) is measurable and essentially separably valued.
Then Df̃(x0)(v) :=

∫
I
D2g

∗(t, x0)(v)dt := {
∫
I
w(t)dt : w(t) ∈ D2g

∗(t, x0)(v)

a.e., w(.) integrable } is a d.d. container of f̃(x) at x0, uniform in v ∈ V.
A proof of this result is given in B. in Appendix.

As an example of a function with d.d. containers, let Ω be any mea-
sure space, let g(x, ω) : R

n × Ω → R be Lipschitz continuous in x, uni-
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formly in ω, and measurable in ω, with g(0, .) ∈ L2(Ω, R), and let f :
L2(Ω, Rn) → L2(Ω, R) be defined by f(x(.)) := ω → g(x(ω), ω), x(.) ∈
L2(Ω, Rn). Then, for any x(.), z(.) ∈ L2(Ω, Rn), the following set is a d.d.
container: Df(x(.))(z(.)) := {c(.) ∈ L2(Ω, R) : α̂(ω) ≤ c(ω) ≤ β̂(ω)},
where α̂(ω) := liminfλ↘0h(λ, ω), β̂(ω) := limsupλ↘0h(λ, ω), and h(λ, ω) :=
λ−1[g(x(ω) + λz(ω), ω) − g(x(ω), ω)].

9. Generalized variational equations

The following result has a proof similar to the proof of the selection result
3.17 in Clarke (1983). In the proof, Kuratowskii’s measurability selection
theorem, is needed, see Aubin and Frankowska (1990) for that theorem. In
this section, X is a Banach space.

Lemma 10. (Selection of ”neighbour”) . Let H be an open subset of
C(J, X). Let A(t, q(.)) be a multifunction on J × H, with values being
nonempty closed sets in X, such that A(t, q(.)) = A(t, q′(.)) if q(s) = q′(s) for
s > t, q(.), q′(.) ∈ H, (retarded dependence). Assume that for each q(.) ∈ H,
there exists a separable subset Xq(.) of X such that A(t, q(.)) ⊂ Xq(.)

for a.e. t. Assume also that for each q(.) ∈ H, t → A(t, q(.)) is mea-
surable in t, and that, for each t, q(.) → A(t, q(.)) is Lipschitz contin-
uous of rank κ(t) in H, κ(.), integrable. Let q0(.) be a given antidif-
ferentiable function in H, let λ0(.) be an integrable function such that
λ0(t) ≥ dist(dq0(t)/dt, A(t, q0(.))) a.e., let B(q0(.), ε) ⊂ H, ε > 0, and
assume that, for all t, ξ(t) := (2

∫ t

0 λ0(s)ds) exp(
∫ t

0 2κ(s)ds) < ε. Then
there exists an antidifferentiable function q(.), with q(0) = q0(0) such that
dq(t)/dt ∈ A(t, q(.)) for a.e. t and such that |q0(t) − q(t)| ≤ ξ(t).

See A. in Appendix for a proof.

Below, d.d. containers with respect to perturbations in the initial state
of solutions to retarded differential equations will be considered. Consider
the equation

dx(s)/ds = g(s, x(→ s)) a.e. , x(0) = v, (44)

with corresponding ”variational inclusion”

dq(s)/ds ∈ D2g(s, x(.))(q(→ s)) a.e. , q(0) = v̂. (45)
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Denote the solution of (44) by x(t, v), and let Q(v̂, x(.)) ⊂ C(J, X) be the
set of antidifferentiable solutions q(.) : J → X of (45). For the conditions
on g in the next lemma, if (44) has a solution x(t, v0) for v = v0, it will also
have a solution for v close to v0. A d.d. container of v → x(t, v) at v0 is
presented in what follows:

Lemma 11. (Variational inclusion.) Let g(s, y(.)) : J × C(J, X) → X
have retarded dependence on y(.) ∈ C(J, X), and assume that
g(s, y(→ s)) is measurable in s for each y(.). Let V be a given bounded
set in X. Assume that (44) has an antidifferentiable solution x(t) := x(t, v0)
on [0, T ] for a given element v0 in V, (so s → g(s, x(→ s, v0)) is integrable
by assumption). Assume that x̂(.) → g(s, x̂(→ s)) is Lipschitz continu-
ous in B(x(., v0), ς) ⊂ C(J, X) of rank ≤ κ(s), κ(s) integrable. Assume,
moreover that, for each s, x̂(.) → g(s, x(→ s, v0) + x̂(→ s)) has a closed
d.d. container D2g(s, x(., v0))(q

∗(.)) at x̂(.) = 0 in all directions q∗(.) ∈
C(J, X), which is uniform in q∗(.) ∈ Q(V0, x(., v0)), V0 := V − v0. Assume
also that D2g(s, x(., v0))(q

∗(.)) is Lipschitz continuous in q∗(.) ∈ C(J, X)
of rank ≤ κ(s), with retarded dependence on q∗(.). Assume finally that
s → D2g(s, x(., v0))(q

∗(.)) is measurable and essentially separably valued
for each q∗(.). Then, for some γ′ > 0, (44) has a solution x(t, v) for all
v ∈ B(v0, γ

′). Moreover, Q(t, v̂) := {q(t) : q(.) ∈ Q(v̂, x(., v0))} is a d.d.
container of v → x(t, v) at v0 in direction v̂, uniformly in v̂ ∈ V0.

Proof. Write x(t) = x(t, v0) and Q(v̂) = Q(v̂, x(., v0))( 6= ∅, by Lemma
10). For simplicity, assume v0 = 0. By Gronwall’s inequality, a local exis-
tence and continuation argument, a solution x(s, v) exists and belongs to
clB(x(s), ς/2), for |v| ≤ ς/2eκ∗

=: γ′, where κ∗ :=
∫
J

κ(s)ds. Below, let
λ ∈ (0, γ′/|V |]. Define z(v, t, λ) :=

[x(t, λv) − x(t)]/λ =
∫ t

0{[g(s, x(.) + λz(v, ., λ)) − g(s, x(.))]/λ}ds,
the norm of the integrand being ≤ κ(s)|z(v, ., λ)|s, where |y(.)|s := supt≤s |y(t)|.
Then, by Gronwall’s inequality, |z(v, t, λ)| ≤ |v|eκ∗

, so
|∂z(v, s, λ)/∂s| ≤ κ(s)|V |eκ∗

. Note that for any solution q(s, v̂) ∈ Q(v̂),
v̂ ∈ V, the inequality |dq(s)/ds| ≤ κ(s)|q(.)|s holds. By Gronwall’s inequal-
ity, |q(t)| ≤ |v̂|eκ∗

, so |dq(s)/ds| ≤ κ(s)|V |eκ∗

.
Let v be an arbitrary element in V, and let ε > 0. Let S := {sn} be a

countable dense set in R, and let α̌(v, s, λ) := inf{|z(v, ., λ) − q(.)|s : q(.) ∈
Q(v)} and α(v, s, r) := supλ∈S∩(0,r] α̌(v, s, λ) = supλ∈(0,r] α̌(v, s, λ), (the last
equality by continuity of λ → z(v, s, λ)). Then α(v, 0, r) = 0. Choose for each
n, functions qn := qn,v,λ(.) ∈ Q(v), such that |z(v, ., λ)−qn|sn ≤ α̌(v, sn, λ)+
ε/2. By the bounds on ∂z(v, s, λ)/∂s and dqn(s)/ds, for any s, for some n =
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ns, |z(v, ., λ) − qn|s ≤ α̌(v, s, λ) + ε, moreover s → α̌(v, s, λ) is measurable,
(in fact continuous). Define γ(v, s, λ) := supndist(an(s, λ), D2g(s, x(.))(qn)),
where an(s, λ) := [g(s, x(.)+λqn)−g(s, x(.))]/λ. Note that limλ↘0 γ(v, s, λ) =
0, by uniformity of the d.d. container in Q(v). As D2g(s, x(.))(qn) is essen-
tially separably valued, s → γ(v, s, λ) is measurable. Because |an(s, λ)| ≤
κ(s)|qn| ≤ κ(s)|v|eκ∗

, |D2g(s, x(.))(qn)| ≤ κ(s)|qn| ≤ κ(s)|v|eκ∗

≤ κ(s)|V |eκ∗

,
and γ(v, s, λ) ≤ 2κ(s)|V |eκ∗

, then, by dominated convergence, for some
r > 0,

∫
J

γ(v, s, λ)ds < ε when λ ≤ r. Below, let λ ≤ r. Then, evidently,
|[g(s, x(.) + λz(v, ., λ)) − g(s, x(.))]/λ − [g(s, x(.) + λqns) − g(s, x(.))]/λ|
≤ κ(s)(α(v, s, r) + ε). Now,

[g(s, x(.) + λqns) − g(s, x(.))]/λ ∈ D2g(s, x(.))(qns) + clB(0, γ(v, s, λ)),
so

∂z(v, s, λ)/∂s = [g(s, x(.) + λz(v, ., λ)) − g(s, x(.))]/λ
∈ D2g(s, x(.))(qns)+ clB(0, γ(v, s, λ) + κ(s)(α(v, s, r) + ε)),

and ∂z(v, s, λ)/∂s ∈
D2g(s, x(.))(z(v, ., λ)) + clB(0, γ(v, s, λ) + 2κ(s)(α(v, s, r) + ε)),

by Lipschitz continuity of rank κ(s). By Lemma 10, there exists a qλ(.)
∈ Q(v) such that |z(v, t, λ) − qλ(t)|
≤ (

∫ t

0 2{γ(v, s, λ) + 2κ(s)(α(v, s, r) + ε)}ds) exp(
∫ t

0 2κ(s)ds ≤

2K ′(ε + 2κ∗ε) +
∫ t

0 4K ′κ(s)α(v, s, r)ds,
where K ′ = e2κ∗

. As α̌(v, t, λ) ≤ |z(v, ., λ)−qλ(.)|t, then α(v, t, r) ≤ 2K ′ε(1+
2κ∗) +

∫ t

0 4K ′κ(s)α(v, s, r)ds,
and by Gronwall’s inequality, α(v, t, r) ≤ εK ′′ for K ′′ :=

2K ′(1 + 2κ∗) exp(
∫ T

0 4K ′κ(s)ds). Hence, z(v, t, λ) ∈ Q(t, v) + clB(0, εK ′′),
for λ ∈ (0, r].

A slight extension of this argument yields that an r exists, such that
z(v, t, λ) ∈ Q(t, v) + clB(0, εK ′′), uniformly in v ∈ V , when λ ≤ r: By con-
tradiction, assume that, for some ε > 0, for some t, for all natural numbers
m, there exist λm ∈ (0, 1/m] and vm ∈ V, such that z(vm, t, λm) /∈ Q(t, vm)+
clB(0, εK ′′). Then, for each m, choose a sequence qn,m = qn,m,λ(.), n =
1, 2, ..., such that |z(vm, ., λ) − qn,m|sn ≤ α̌(vm, sn, λ) + ε/2. Then, define
γ(s, λ) = supm,ndist([g(s, x(.) + λqn,m) − g(s, x(.))]/λ, D2g(s, x(s))(qm,n)).
For any ε > 0, for some r > 0, dominated convergence and uniformity of the
d.d. container in Q(V ) yield

∫
J

γ(s, λ)ds ≤ ε for λ ≤ r, which implies that
for any m, z(vm, t, λ) ∈ Q(t, vm) + clB(0, εK ′′) for λ ∈ (0, r], contradicting
z(vm, t, λm) /∈ Q(t, vm) + clB(0, εK ′′), for m such that 1/m ≤ r. �

The next lemma gives a variational inclusion for the perturbation of
a parameter v in a differential equation of the form dx/ds = g(s, x(.), v).
By rewriting this system, using an auxiliary state z, governed by dz/ds =

24



0, z(0) = v, the next lemma follows immediately from Lemma 11.

Lemma 12. (Variational inclusion.) Let Z be a Banach space, let V be a
bounded subset of Z, x0 ∈ X, v0 ∈ V, and let g(s, x(.), z) : J ×C(J, X)×Z →
X be a given function with retarded dependence on x(.). Denote the solu-
tion of the equation dx/ds = g(s, x(.), v) by x(t, v). Assume, for each s, that
(x(.), z) → g(s, x(.), z) has a d.d. container at (x(., v0), v0),
D2,3g(s, x(., v0), v0)(q

∗(.), v∗), in all directions (q∗(.), v∗). Write X̌ := X ×
Z, x̌ := (x, z) ∈ X̌, q̌∗(.) = (q∗(.), v∗(.)) ∈ C(J, X̌), ǧ(s, x̌(.)) := (g(s, x(→
s), z(s)), 0) : J × C(J, X̌) → X̌, and V̌ := {x0} × V, and assume that ǧ,
(with corresponding equation dx̌/ds = ǧ(s, x̌(.))), x̌(0) = (x0, v) = v̌ ∈ V̌ ,
satisfies the conditions in Lemma 11, with X̌, x̌, v̌0 := (x0, v0), x̌(t, v̌) =
(x(t, v), v), D2ǧ(s, x̌(t, v̌0))(q̌

∗(.)) := (D2,3g(s, x(., v0), v0))(q
∗(.), v∗(s)), 0), and

V̌ playing the roles of X, x, v0, x(t, v), D2g(s, x(., v0))(q
∗(.)), and V. Then

Q̂(t, ṽ) is a d.d. container of v → x(t, v) at v0, in direction ṽ, uniform in
ṽ ∈ V − v0, where Q̂(t, ṽ) = {q(t) : q(.) is an antidifferentiable solution of
dq/ds ∈ D2,3g(s, x(., v0), v0)(q(.), ṽ) a.e. , q(0) = 0}. �

A proof of (43), (which was postponed above), can now be given: Let
f, f̃ ,and f̃ δ be as in (43). Let g(s, x(.), v) := vf̃(s, x(.))+(1−v)f(s, x(.)), Z :=
R, V := [0, 1], v0 = 0. By E. in Section 8,
D2,3g(s, xf (.), 0)(v(.), v̂) = (f̃(s, xf (.)) − f(s, xf (.)))v̂ + D2f(s, xf (.))(v(.)).

By Lemma 12, δ → xf̃δ
(T ) has the d.d. container Dδx

f̃0

(T )(1) = Q(T, f̃ , f).
Then, by C. and B. in Section 8, (43) follows.

Abstract attainability results, abstract necessary conditions.

Below, on product spaces, maximum norms (=maximum of norms) and
maximum metrics are used. In the sequel, the following entities are used:

a) Y is a normed space, and C is a nonempty complete
subset of Y . A is a complete pseudometric space with pseudo-
metric ρ, and a∗ is a given element in A. The function H(a) :
A → Y is continuous.

b) The function η(a) : A → R is continuous. (46)

Theorem 3. (Attainability) Let the entities in (46) be given, (C will not
be used). Let positive numbers K, µ̂, µ′, µ , µ ∈ (0, 1), and an element ẑ∗:=
(z∗, ω∗) in Y × R be given. Assume that the following properties hold for
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all a ∈ clB(a∗, µ̂) : For all v̂ := (v, ω) ∈ Y × (−∞, ω∗] with |v̂ − ẑ∗| = µ′, for
all r > 0, a pair (a′, δ) ∈ A × (0, r] exists, such that,

|H(a′) − H(a) − δv| ≤ (1 − µ)δµ′|v̂|/(|ẑ∗| + µ′),
η(a′) − η(a) − δω ≤ (1 − µ)δµ′|v̂|/(|ẑ∗| + µ′), and
ρ(a′, a) ≤ δK|v̂|. (47)

Then, for all z ∈ clB(H(a∗), µµ′µ̂/4K(|ẑ∗| + µ′)), ω ∈
[η(a∗)− µµ′µ̂/4K(|ẑ∗|+µ′), η(a∗)], there exists a pair (a, α) ∈ clB(a∗, µ̂γ/2)×
[0, µ̂γ/2K(|ẑ∗| + µ′)], such that z + αz∗ = H(a) and ω + αω∗ ≥ η(a), where
γ := 4K(|ẑ∗| + µ′) max{|H(a∗) − z|, η(a∗) − ω}/µµ′µ̂ ≤ 1.

Proof. The property (47) also holds for v̂ in the set B∗ := {λṽ : λ > 0, ṽ =
(v, ω) ∈ Y × R, |ṽ − ẑ∗| = µ′, ω ≤ ω∗}. To see this, let v̂′ := (v′, ω′) ∈ B∗,
r′ > 0. Then v̂′ = λv̂ for some λ > 0, v̂ = (v, ω), |v̂ − ẑ∗| = µ′, ω ≤ ω∗. Define
r := λr′. Now, for all a ∈ clB(a∗, µ̂), there exists a pair (a′, δ), δ ∈ (0, r], such
that the inequalities in (47) hold. From these inequalities, for δ′ := δ/λ ∈
(0, r/λ] = (0, r′], using δ′v̂′ = δv̂, it follows that |H(a′) − H(a) − δ′v′| ≤
(1−µ)δ′µ′|v̂′|/(|ẑ∗|+µ′), η(a′)−η(a)− δ′ω′ ≤ (1−µ)δ′µ′|v̂′|/(|ẑ∗|+µ′), and
ρ(a′, a) ≤ δ′K|v̂′|. Hence, (47) holds for v̂′ ∈ B∗.

Below, write |ẑ∗| + µ′ =: κ. The following lemma is needed in the proof:

Lemma 13. Let z ∈ clB(H(a∗), µµ′µ̂/4Kκ), ω ∈ [η(a∗)− µµ′µ̂/4Kκ, η(a∗)].
Assume that the pair (a1, λ1), a1 ∈ clB(a∗, µ̂/2), λ1 ∈ [−µ̂/2Kκ, 0] mini-
mizes (a, λ) →

max{|H(a)+λz∗−z|, η(a)+λω∗−ω}+(µµ′/2Kκ) max{ρ(a, a1), |λ−λ1|Kκ}

in clB(a∗, µ̂ )× [−µ̂/Kκ, 0]. Then, max{|H(a1)+λ1z
∗−z|, η(a1)+λ1ω

∗−ω}
= max{|H(a1) + λ1z

∗ − z|, max{0, η(a1) + λ1ω
∗ − ω}} = 0.

Proof of Lemma 13. By contradiction, assume |ẑ| > 0, ẑ := (z′, ω′) :=
−(H(a1)+λ1z

∗ −z, max{0, η(a1)+λ1ω
∗ −ω}). The vector v̂ := ẑ∗ +µ′ẑ/|ẑ|

satisfies |v̂ − ẑ∗| = µ′, and its second component belongs to (−∞, ω∗], so
|ẑ|v̂ = |ẑ|ẑ∗ + µ′ẑ belongs to B∗. Hence, there exist an a′ ∈ A, and a
δ ≤ µ̂/(2Kκ|ẑ|), δ ∈ (0, 1/µ′], such that |H(a′) − H(a1) − δ(|ẑ|z∗ + µ′z′)|
≤ (1 − µ)δµ′|(|ẑ|ẑ∗ + µ′ẑ)|/κ ≤ (1 − µ)δµ′|ẑ| and η(a′) − η(a1) − δ(|ẑ|ω∗ +
µ′ω′) ≤ (1 − µ)δµ′|(|ẑ|ẑ∗ + µ′ẑ)|/κ ≤ (1 − µ)δµ′|ẑ|. Moreover, ρ(a′, a1)
≤ δK|(|ẑ|ẑ∗ + µ′ẑ)| ≤ µ̂/2, (use the inequality for δ), which implies a′ ∈
clB(a∗, µ̂). Define λ′ = λ1 − δ|ẑ| ∈ [−µ̂/Kκ, 0], (δ|ẑ| ≤ µ̂/2Kκ). Then
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|H(a′) + λ′z∗ − z| = | − z + H(a1) + H(a′) − H(a1) + λ′z∗|
≤ | − z + H(a1) + δ(|ẑ|z∗ + µ′z′) + λ′z∗| + (1 − µ)δµ′|ẑ|
= | − z + H(a1) + λ1z

∗ + δµ′z′| + (1 − µ)δµ′|ẑ|
= |−z′+δµ′z′|+ (1−µ)δµ′|ẑ| ≤ (1−δµ′)|ẑ|+(1−µ)δµ′|ẑ| = (1−µδµ′)|ẑ|.

Similarly,
−ω + η(a′) + λ′ω∗ = −ω + η(a1) + η(a′) − η(a1) + λ′ω∗ ≤
−ω + η(a1) + δ(|ẑ|ω∗ + µ′ω′) + λ′ω∗ + (1 − µ)δµ′|ẑ| =
−ω + η(a1) + λ1ω

∗ + δµ′ω′ + (1 − µ)δµ′|ẑ| ≤
−ω′ + δµ′ω′ + (1 − µ)δµ′|ẑ| ≤ (1 − µδµ′)|ẑ|.

Hence,
max{| − z + H(a′) + λ′z∗|, −ω + η(a′) + λ′ω∗} ≤ (1 − µδµ′)|ẑ|,

so, using λ′ − λ1 = δ|ẑ|,
max{| − z + H(a′) + λ′z∗|, −ω + η(a′) + λ′ω∗}+
(µµ′/2Kκ) max{ρ(a′, a1), |λ

′ − λ1|Kκ}
≤ (1 − µδµ′)|ẑ|+ (µµ′/2Kκ) max{δK|(|ẑ|ẑ∗ + µ′ẑ)|, δ|ẑ|Kκ} ≤
(1 − µδµ′)|ẑ|+ µδµ′|ẑ|/2 < |ẑ| =
|ẑ| + (µµ′/2Kκ) max{ρ(a1, a1), |λ1 − λ1|Kκ},

a contradiction of the optimality of (a1, λ1).

Continued proof of the theorem: Let ẑ := (z, ω), z ∈ clB(H(a∗), µµ′µ̂/4Kκ),
ω ∈ [η(a∗)− µµ′µ̂/4Kκ, η(a∗)], let γ be as in the conclusion of the theo-
rem, and let φ(a, λ) := max{|H(a) + λz∗ − z|, η(a) + λω∗ − ω}. Note that
φ(a∗, 0) := max{|H(a∗) − z|, η(a∗) − ω} ≤ γµµ′µ̂/4Kκ. Let the distance
between (a, λ) and (a′′, λ′′) be (µµ′/2Kκ) max{ρ(a, a′′), |λ − λ′′|Kκ} in the
complete space clB(a∗, µ̂)×[−µ̂/Kκ, 0]. By Aubin and Ekeland (1984, The-
orem 1, p. 255), (Ekeland’s variational principle), there exists a (a1, λ1) ∈
clB(a∗, µ̂)×[−µ̂/Kκ, 0] such that

φ(a1, λ1) ≤ φ(a, λ) + (µµ′/2Kκ) max{ρ(a, a1), |λ − λ1|Kκ}
for all (a, λ) ∈ clB(a∗, µ̂)×[−µ̂/Kκ, 0] and

φ(a1, λ1) + (µµ′/2Kκ) max{ρ(a1, a
∗), |λ1 − 0|Kκ} ≤ φ(a∗, 0)

≤ µµ′µ̂γ/4Kκ, which gives ρ(a1, a
∗) ≤ µ̂γ/2, |λ1| ≤ µ̂γ/2Kκ.

By Lemma 13, | − z + H(a1) + λ1z
∗| = 0 and −ω + η(a1) + λ1ω

∗ ≤ 0, so
z + αz∗ = H(a1) and ω + αω∗ ≥ η(a1), for α = −λ1 ∈ [0, µ̂γ/2Kκ] and the
proof is finished.

Corollary 2. (Attainability. Theorem 3 with η(.) deleted) Let the entities
in (46),a) be given, (C is not used). Let positive numbers K, µ̂, µ′, µ, µ ∈
(0, 1), and an element z∗ ∈ Y be given. Assume that the following properties
hold for all a ∈ clB(a∗, µ̂) :
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For all v ∈ Y , with |v − z∗| = µ′, for all r > 0, a pair
(a′, δ) ∈ A × (0, r] exists, such that |H(a′) − H(a) − δv| ≤
(1 − µ)δµ′|v|/(|z∗| + µ′), and ρ(a′, a) ≤ δK|v|. (48)

Then for all z ∈ clB(H(a∗), µµ′µ̂/4K(|z∗|+µ′)), there exists a pair (a, α) ∈
clB(a∗, µ̂γ/2) × [0, µ̂γ/2K(|z∗| + µ′)], such that z + αz∗ = H(a), where
γ := 4K(|z∗| + µ′)|H(a∗) − z|/µµ′µ̂.

Proof: The proof of this result can be obtained by deleting all arguments
pertaining to η(.) in the proof of Theorem 3, (the function minimized in
such a proof will then be |H(a) + λz∗ − z| + [µµ′/2Kκ] max{ρ(a, a1), |λ −
λ1|Kκ}, κ = |z∗| + µ′). The present result can be seen to follow from The-
orem 3 in a formal manner, and let us indicate this, perhaps not very ex-
citing fact. First, observe that (48) in fact holds for all v ∈ clB(z∗, µ′).
(If v = 0, put a′ = a, if not, for some λ ∈ [1, ∞), |λv − z∗| = µ′, since
|v − z∗| ≤ µ′, |∞v − z∗| = ∞. Then see the argument in the beginning of
the proof of Theorem 3.) The corollary then follows from Theorem 3, for
ω∗ = 0, by replacing a∗ by (a∗, 0) and A by A × R, and defining η(a, β)
for (a, β) in this set by η(a, β) := β/K and defining H on the product set
by H(a, β) := H(a). To show (47) for a ∈ clB(a∗, µ̂), β ∈ [−µ̂, µ̂], and for
any v̂ := (v, ω) as in (47), take the (a′, δ) furnished for this v by (48) (just
generalized), and let (a′, β′) play the role of a′ in (47), where β′ := β−δK|v̂|.
(Note that η(a′, β′) − η(a, β) − δω = (−δK|v̂|)/K − δω ≤ 0.)

Corollary 3. (Exact penalization). Let the entities in (46) be given, (C
is not used). Assume that a∗ is optimal in the problem: mina η(a), sub-
ject to a ∈ A, H(a) = 0. Assume that for all a ∈ A, for some number
Wa, |η(a′) − η(a)| ≤ Waρ(a′, a) for all a′ ∈ A. Moreover, assume that there
exists a quadruple (K, µ, µ̂, µ′), K > 0, µ ∈ (0, 1), µ̂ > 0, µ′ > 0, such that
for all a ∈ clB(a∗, µ̂), all v ∈ Y with |v| = µ′, all r > 0, a pair (a′, δ)
∈ A × (0, r] exists, such that,

|H(a′) − H(a) − δv| ≤ (1 − µ)δµ′,
ρ(a′, a) ≤ δKµ′. (49)

Then a∗ minimizes a → φ(a) := η(a) + 4 WaK|H(a)|/µ
for a in clB(a∗, µ̂/2).

Proof. Assume by contradiction that for some a∗ ∈ clB(a∗, µ̂/2), φ(a∗) <
φ(a∗) = η(a∗). By ”η-optimality” of a∗, H(a∗) 6= 0. Now, φ(a∗) < φ(a∗)
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implies (the third of the inequalities) Wa∗
µ̂/2 ≥ Wa∗

ρ(a∗, a
∗) ≥

η(a∗) − η(a∗) > 4Wa∗
K|H(a∗)|/µ , (50)

so (µ̂/2)µ/4K ≥ |H(a∗)| and 0 ∈ clB(H(a∗), (µ̂/2)µ/4K). Corollary 2
is now applied for a∗ and µ̂/2 playing the roles of a∗ and µ̂; as a∗ ∈
clB(a∗, µ̂/2), note that, by (49), (48) holds for z∗ = 0 for all a ∈ clB(a∗, µ̂/2) ⊂
clB(a∗, µ̂). Hence, 0 is attainable, i.e. for some a ∈ clB(a∗, (µ̂/2)γ/2), H(a) =
0 , where γ = 4K|H(a∗)|/(µ̂/2)µ, so ρ(a∗, a) ≤ (µ̂/2)γ/2 ≤ 2K|H(a∗)|/µ.
Then, by the last inequality and (50), η(a) = η(a) − η(a∗) + η(a∗) − η(a∗) +
η(a∗) < Wa∗

2K|H(a∗)|/µ− 4Wa∗
K|H(a∗)|/µ + η(a∗) < η(a∗), a contradic-

tion of the ”η-optimality” of a∗.

Corollary 4 (Attainability) Let the entities of (46) be given. Assume that
there exists a collection (K, c∗, z∗, ω∗, µ′′, µ̂, µ′), K > 0, c∗ ∈ C, ẑ∗ := (z∗, ω∗)
∈ Y × R, µ′′ ∈ (0, 1), µ̂ > 0, µ′ > 0, with the property that for all (a, c) ∈
clB(a∗, µ̂)×(C∩clB(c∗, µ̂)), all v̂ := (v, ω) ∈ Y ×(−∞, ω∗] with |v̂−ẑ∗| = µ′,
all r ∈ (0, 1], a triple (a′, c′, δ) ∈ A × C × (0, r] exists, such that,

|H(a′) − H(a) − δv − (c′ − c)| ≤ (1 − µ′′)δµ′|v̂|/(|ẑ∗| + µ′),
ρ(a′, a) ≤ δK|v̂|, |c′ − c| ≤ δK|v̂|, and
η(a′) − η(a) − δω ≤ (1 − µ′′)δµ′|v̂|/(|ẑ∗| + µ′). (51)

Then, for any θ ∈ [1 − µ′′µ′/2K(|ẑ∗| + µ′), 1], for all pairs (z, ω),
z ∈ clB(H(a∗) − θc∗, µ′′µ′µ̂/8K(|ẑ∗| + µ′)),
ω ∈ [−µ′′µ′µ̂/8K(|ẑ∗| + µ′) + η(a∗), η(a∗)],

there exists a triple (a, c, α) in
clB(a∗, µ̂λ/2) × (C ∩ clB(c∗, µ̂λ/2)) × [0, µ̂λ/2K(|ẑ∗| + µ′)],

such that z + αz∗ = H(a) − θc and ω + αω∗ ≥ η(a), where
λ = 8K(|ẑ∗| + µ′) max{|H(a∗) − θc∗ − z|, η(a∗) − ω}/µ′′µ′µ̂.

Proof: Let µ = µ′′/2. Note that, for any θ ∈ [1 − µ′′µ′/2K(|ẑ∗| + µ′), 1]
and c′, c as in (51), |(c′ − c) − θ(c′ − c)| ≤ (1 − θ)δK|v̂| ≤
[µ′′µ′/2K(|ẑ∗| + µ′)]δK|v̂| ≤ µ′′µ′δ|v̂|/2(|ẑ∗| + µ′). Hence, replacing c′ − c by
θ(c′ − c) in the first inequality in (51) yields:

|H(a′) − H(a) − δv − θ(c′ − c)| ≤ (1 − µ)δµ′|v̂|/( |ẑ∗| + µ′),
ρ(a′, a) ≤ δK|v̂|,|c′ − c| ≤ δK|v̂| , and
η(a′) − η(a) − δω ≤ (1 − µ)δµ′|v̂|/(|z∗| + µ′). (52)
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Write A∗ := A×C and H∗(a, c) := H(a)−θc. Let A∗, H∗, (a∗, H(a∗)), (a, c)
and (a′, c′) play the roles of A, H, a∗, a, and a′ in the premisses of Theorem 3.
The conclusion of Corollary 4 then follows from the conclusion of Theorem 3.

Corollary 5. (Necessary condition for optimality) Let the entities of (46) be
given, with C convex. Assume that a∗ is optimal in the problem: mina η(a)
subject to a ∈ A, H(a) ∈ C. Then there exists no quintuple (K, c∗∗, µ′′, µ̂, µ′),
K > 0, c∗∗ ∈ C −H(a∗), µ′′ ∈ (0, 1), µ̂ > 0, µ′ > 0, with the property that for
all (a, c) ∈ clB(a∗, µ̂) × (C ∩ clB(H(a∗), µ̂)), all v̂ := (v, ω) ∈ Y × (−∞, 0]
with |v̂− (c∗∗, 0)| = µ′, all r ∈ (0, 1], a triple (a′, c′′, δ) ∈ A×C × (0, r] exists,
such that

|H(a′) − H(a) − δ(v + c′′ − c)| ≤ (1 − µ′′)δµ′|v̂|/(|c∗∗| + µ′),
ρ(a′, a) ≤ δK|v̂|, |c′′ − c| ≤ K|v̂| , and
η(a′) − η(a) − δω ≤ (1 − µ′′)δµ′|v̂|/(|c∗∗| + µ′). (53)

This corollary says that, for (a, c) near (a∗, H(a∗)), if H(a)−c can be moved
roughly in all directions by perturbation of a and c chosen from A and C,
then the corresponding changes in η(.) cannot be ”too negative”.

Proof. Condition (53) implies (51), when ω∗ = 0, c∗ := H(a∗), z∗ = c∗∗, c′ =
δc′′ + (1 − δ)c. Then, assume by contradiction that (53) holds. Let κ :=
|c∗∗| + µ′, θ := 1 − µ′′µ′/2Kκ. By shrinking µ′′ if necessary, it can be as-
sumed that θ ≥ 0, with (53) still holding. Let ε ∈ (0, µ′′µ′/4Kκ] be so
small that εc∗∗ ∈ clB(0, µ′′µ′µ̂/8Kκ), and that λ := (8Kκ/µ′′µ′µ̂)ε|c∗∗| sat-
isfies λµ̂ ≤ µ′′µ′/2. Then, by Corollary 4, for z = c∗ − θc∗ + εc∗∗, ω =
η(a∗) − ε|c∗∗|, for some α ∈ [0, λµ̂/2Kκ] ⊂ [0, µ′′µ′/4Kκ], and for some
a ∈ A, c ∈ C, we have that c∗ − θc∗ + εc∗∗ + αc∗∗ = z + αc∗∗ = H(a) − θc
and η(a∗) − ε|c∗∗| = ω + α · 0 ≥ η(a). Write c∗∗ = c̃∗∗ − c∗, c̃∗∗ ∈ C, and
note that θ + ε + α ≤ 1 − µ′′µ′/2Kκ + µ′′µ′/4Kκ + µ′′µ′/4Kκ ≤ 1. Then,
H(a) = c∗ − θc∗ + (ε + α)c∗∗ + θc = (1 − θ − ε − α)c∗ + θc + (ε + α)c̃∗∗ ∈ C,
and η(a∗) > η(a), contradicting the optimality of a∗.

Corollary 6. (Exact penalization) Let the entities in (46) be given. As-
sume that a∗ is optimal in the problem: mina η(a), subject to a ∈ A, H(a) ∈
C. Assume that for all a ∈ A, for some number Wa, |η(a′) − η(a)| ≤
Waρ(a′, a) for all a′ ∈ A. Moreover, assume that there exists a quadru-
ple (K, µ, µ̂, µ′), K > 0, µ ∈ (0, 1), µ̂ > 0, µ′ > 0, such that for all (a, c) ∈
clB(a∗, µ̂) × (C ∩ clB(H(a∗), µ̂)), all v ∈ Y with |v| = µ′, all r ∈ (0, 1], a
triple (a′, c′, δ) ∈ A× C × (0, r] exists, such that,
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(i)|H(a′) − H(a) − δv − (c′ − c)| ≤ (1 − µ)δµ′,
(ii) ρ(a′, a) ≤ δKµ′, and |c′ − c)| ≤ δKµ′. (54)

Then (a∗, H(a∗)) minimizes (a, c) → φ(a, c) in clB(a∗, µ̂/2)×
(C ∩ clB(H(a∗), µ̂/2)), where

φ(a, c) := η(a) + 4WaK|H(a) − c|/µ.

Proof. Let A∗ := A × C, and H∗(a, c) = H(a) − c. Let A∗, H∗, (a∗, H(a∗)),
(a, c) and (a′, c′) play the roles of A, H, a∗, a, and a′ in Corollary 3. The
conclusion of Corollary 6 then follows from the conclusion of Corollary 3.

The next corollary shows that a modification of (54) works, in case C is
convex.

Corollary 7. (Exact penalization) Let the entities in (46) be given with
C convex. Assume that a∗ is optimal in the problem: mina η(a), sub-
ject to a ∈ A, H(a) ∈ C. Assume that for all a ∈ A, for some number
Wa, |η(a′) − η(a)| ≤ Waρ(a′, a) for all a′ ∈ A. Assume also that there exists
a quadruple (K ′, µ′′, µ∗, µ′), K ′ > 0, µ′′ ∈ (0, 1), µ∗ > 0, µ′ > 0, such that for
all a ∈ clB(a∗, µ∗), all v ∈ Y with |v| = µ′, all r ∈ (0, 1], a triple (a′, c′′, δ)
∈ A× C × (0, r] exists, such that,

(i) |H(a′) − H(a) − δv − δ(c′′ − H(a∗))| ≤ (1 − µ′′)δµ′,
(ii) ρ(a′, a) ≤ δK ′µ′, and |c′′ − H(a∗)| ≤ K ′µ′. (54’)

Then, (a∗, H(a∗)) minimizes (a, c) → φ̌(a, c) in clB(a∗, µ̂/2)×
(C ∩ clB(H(a∗), µ̂/2)), where

φ̌(a, c) := η(a) + 8WaK|H(a) − c|/µ′′,
µ̂ := min{µ∗, µ′′µ′/2}, and K := max{K ′, 1 + K ′µ′/µ̂}.

Proof. Let c∗ := H(a∗). It suffices to show that (54’) implies (54) for K
and µ̂ as just defined, with µ:=µ′′/2 and c′ = δc′′ + (1 − δ)c, where c is
arbitrary in C ∩ clB(c∗, µ̂). Note that when c∗ is replaced by c in (54’)(i),
then δµ̂ has to be added on the right hand side, which yields (54)(i), because
δµ̂ ≤ δµ′′µ′/2. Moreover, the inequalities |c − c∗| ≤ µ̂, |c′′ − c∗| ≤ K ′µ′, (see
(54’)(ii)) imply |c′′ − c| ≤ K ′µ′+ µ̂ ≤ Kµ̂ ≤ Kµ′′µ′/2 ≤ Kµ′, and (54)(ii)
follows.

11. Proofs of Remarks 2 and 3 and Corollary 1

Proof of Remark 2 a. A proof is only given for systems of the type

31



(37). Given any quintuple (f, v, f̃ , c′′, δ̃) such that the version of (15) stated
in Remark 2 a. holds. Let q(.) ∈ Q(f̃ , f) and observe that |q(.)| ≤
δ̃K, where K = 2M exp(TMf∗

). Choose µ̂ ∈ (0, µ̂′] such that µ̌µ′/2 ≥
2µ̂KMf∗

exp(2TMf∗

). Let f ∈ clB(f∗, µ̂). Note that Df∗(s, xf (.)) differs
from Df(s, xf (.)) only on Cf , so dq(t)/dt ∈ Df∗(t, xf (.))(q(.))+
clB(0, 1Cf

Mf∗

δ̃K) + f̃(t, xf (.)) − f(t, xf (.)), (Mf = Mf∗

). By Lemma 10,
there exists an antidifferentiable q∗(.), with
dq∗(t)/dt ∈ Df∗(t, xf (.))(q∗(.)) + f̃(t, xf (.)) − f(t, xf (.)) a.e. such that

|q(T ) − q∗(T )| ≤ 2(
∫ T

0 δ̃K1Cf
Mf∗

dt) exp(2TMf∗

) ≤ δ̃µ̌µ′/2. Hence, (15)
follows for µ = µ̌/2.

Proof of Corollary 1.
It is only needed to consider systems of the form (37), (ordinary retarded

equations). In this case, qf̃ ,f (s)(t) is actually independent of t, we write

qf̃ ,f (s) = qf̃ ,f (s)(s). Define

Kf := cl{Gx(xf (T ))qf̃ ,f (T ) − c + G(x∗(T )) :

c ∈ C ∩ clB(G(x∗(T )), 1), f̃ ∈ coF}. (55)

By (19), Kf∗

is a closed convex body. If the origin 0 in Y is not an in-
terior point of Kf∗

, then, for some nonzero continuous linear functional
λ∗, 〈Kf∗

, λ∗〉 ≤ 〈0, λ∗〉. With λ0 = 0, then (20) holds. So let us consider
the nontrivial case where 0 is an interior point of Kf∗

. Then for some
κ > 0, −κz∗ ∈ Kf∗

. Consider the set Bz := co{z, clB(z∗, ε)}. Evidently, 0
is an interior point in Bz if z = −κz∗, and even if the equality z = −κy∗ is
only an approximate one. In fact, there exist numbers ρ > 0 and ξ > 0, such
that clB(0, ξ) ⊂ Bz for all z ∈ clB(−κz∗, ρ). Because −κz∗ ∈ Kf∗

, there
exist a f̃ ∈ coF, and a c ∈ (C ∩ clB(G(x∗(T ), 1)) − G(x∗(T )), such that
|−κz∗ − (Gx(x∗(T ))qf̃ ,f∗(T )− c)| < ρ/4. For some β ∈ (0, µ̂], small enough,

for f ∈ clB(f∗, β), |Gx(x∗(T ))qf̃ ,f∗(T ) − Gx(xf (T ))q
f̃ ,f∗

(T )| < ρ/4, by the

continuity assumption on Gx in Corollary 1. The two inequalities involving
ρ/4 yield | − κz∗ − (Gx(xf (T ))qf̃ ,f∗(T ) − c)| < ρ/2, for all f ∈ clB(f∗, β).
By shrinking β, if necessary, we shall show below that, when f ∈ clB(f∗, β),

|Gx(xf (T ))qf̃ ,f (T ) − Gx(xf (T ))qf̃ ,f∗(T )| ≤ ρ/2. (56)

Assume for the moment that (56) holds. From the two inequalities in-
volving ρ/2, for z := Gx(xf (T ))qf̃ ,f (T )−c, it follows that z ∈ B(−κz∗, ρ) for
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all f ∈ clB(f∗, β), hence, by (19), Bz :=co{z, clB(z∗, ε)} ⊂ co{z, Kf} ⊂ Kf ,
(since z ∈ Kf and Kf is convex). Thus, B(0, ξ) ⊂ Kf , f ∈ clB(f∗, β).
Then, (15) is satisfied for µ′ = ξ/2 and µ = 1/2 (say), and µ̂ replaced by
β, and the conclusion of Theorem 1 holds. The inequality 0 ≥ inf Ωc,f̃ =

φx(x∗(T ))qf̃ ,f∗(T )−Λ|Gx(x∗(T ))qf̃ ,f∗(T )−c+G(x∗(T ))| (for all f̃ ∈ coF, c ∈
C), implies that the open convex body L := {(w, v) ∈ R×X, w−Λ|v| > 0} is
disjoint from the convex set D := {(φx(x∗(T ))qf̃ ,f∗(T ), Gx(x∗(T ))qf̃ ,f∗(T )−

c : f̃ ∈ coF, c ∈ C−G(x∗(T ))}. Thus, L and D can be separated by a nonzero
continuous linear functional, in fact for some (λ0, λ

∗) ∈ R×Y ∗, (λ0, λ
∗) 6= 0,

the inequality sup〈D, (λ0, λ
∗)〉 ≤ inf〈L, (λ0, λ

∗)〉 holds, which yields λ0 ≥ 0
and, generally, the conclusion in Corollary 1.

Let us now prove (56): Define M ′ := |qf̃ ,f∗(.)|. Choose γ′ such that

γ′ exp(M∗T ) = ρ/8MG, choose γ ∈ (0, ζ) so small that
2Mγ exp(M∗T ) ≤ ρ/8MG, γ′′ := 2M∗M ′γ satisfies γ′′ exp(M∗T ) ≤ ρ/8MG,
γ′′′ := 2MM∗γ exp(M∗T ) satisfies γ′′′ exp(M∗T ) ≤ ρ/8MG, and such that

∫ T

0 |f∗
x(τ, xf (→ τ))qf̃ ,f∗(→ τ) − f∗

x(τ, x∗(→ τ))qf̃ ,f∗(→ τ)|dτ < γ′ (56’)

when f ∈ clB(f∗, γ), (for each τ , the integrand converges to zero, when
f → f∗, by (24)(i), moreover, dominated convergence and the bound Mf∗

on f∗
x is also used). Let f be any element in F and let Cf be a set of measure

σ(f, f∗) such that {s : f(s, y(.)) 6= f∗(s, y(.))} ⊂ Cf for all y(.) in C(J, X).
Note that if σ(f, f∗) ≤ γ, then∫ t

0 |[fx(t, xf (→ τ)) − f∗
x(τ, xf (→ τ))]qf̃ ,f∗(→ τ)|dτ ≤ 2M∗M ′meas(Cf ) =

2M∗M ′σ(f, f∗) ≤ γ′′ and |xf (.) − xf∗

(.)| ≤ 2Mγ exp(TM∗), see (18).
Then, by (18), and (24)i), for f ∈ clB(f∗, γ), |qf̃ ,f (t) − qf̃ ,f∗(t)| ≤

|f̃(τ, xf (.)) − f̃(τ, xf∗

(.)) − f(τ, xf (.)) + f∗(τ, xf∗

(.))|+∫ t

0 |f∗
x(τ, xf (→ τ))qf̃ ,f (→ τ) − f∗

x(τ, xf∗

(→ τ))qf̃ ,f∗(→ τ)|dτ ≤

M∗|xf (.) − xf∗

(.)| + 2Mσ(f, f∗)+∫ t

0 |f∗
x(τ, xf (→ τ))qf̃ ,f (→ τ) − f∗

x(τ, xf (→ τ))qf̃ ,f∗(→ τ)|dτ+
∫ t

0 |f∗
x(τ, xf (→ τ))qf̃ ,f∗(→ τ) − f∗

x(τ, xf∗

(→ τ))qf̃ ,f∗(→ τ)|dτ ≤

γ′′′ + 2Mγ +
∫ t

0 M∗|qf̃ ,f (.) − qf̃ ,f∗(.)|τdτ+ γ′′+ γ′.

Even |qf̃ ,f (.)− qf̃ ,f∗(.)|t ≤
∫ t

0 M∗|qf̃ ,f (.)− qf̃ ,f∗(.)|τdτ+ γ′′′ +2Mγ +γ′′+ γ′.

Hence, by Gronwall’s inequality, |qf̃ ,f (.) − qf̃ ,f∗(.)|t ≤ (γ′′′ + 2Mγ + γ′′ +

γ′) exp(M∗t), and
|qf̃ ,f (T ) − qf̃ ,f∗(T )| ≤ ρ/2MG, for any f such that σ(f, f∗) ≤ γ. (57)
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Then, (56) follows, for β ≤ γ.
A proof of Remark 3 is obtained by observing that in this case (56) can

be obtained for ρ = ε, for any f̃ ∈ coF, ((56’) now holds for any f̃ ∈ coF, for
β ∈ (0, ζ] suitably chosen). Assuming that (19) holds for f = f∗, then this
version of (56) implies that (19) holds for µ̂ = β, (i.e. all f ∈ clB(f∗, β)),
for ε replaced by ε/2.

To obtain a proof in the case of Remark 2. b., Kf must be redefined to
equal clco{δ̂−1Gx(xf (T ))q

f̂ ,f
(T ) − c + G(x∗(T )) : δ̂ > 0, f̂ ∈ B(f∗, δ̂), c ∈

C ∩ clB(G(x∗(T )), 1)}. In the nontrivial case where 0 ∈ intKf∗

, for some
finite collection (f̃i,δ̃i, ci, λi), where λi > 0,

∑
λi = 1, δ̃i > 0, f̃i ∈ B(f∗, δ̃i),

ci ∈ C ∩ clB(G(x∗(T )), 1) − G(x∗(T )), the inequality
| − κz∗ −

∑
i λi[δ̃

−1
i (Gx(x∗(T ))qf̃i,f∗(T ) − ci]| < ρ/4 holds. Again, by the

continuity assumption on Gx, for β small enough,
| − κz∗ −

∑
i λi[δ̃

−1
i (Gx(xf (T ))qf̃i,f∗(T ) − ci]| < ρ/2 for all f ∈ clB(f∗, β),

and σ(f̃i, f
∗) + β < δ̃i for all i, (⇒ σ(f̃i, f) < δ̃i), for f ∈ clB(f∗, β)). Ev-

idently, for ρ/2 replaced by δ̃iρ/2 and f̃ by f̃i, (56) holds for small β, for
each i. Thus, by shrinking β, for f ∈ clB(f∗, β)), the inequality
| − κz∗ −

∑
i λi[δ̃

−1
i (Gx(xf (T ))qf̃i,f

(T ) − ci]| < ρ, can be obtained. Hence,

as before, for f ∈ clB(f∗, β), B(0,ξ) ⊂ Kf . This inclusion yields that for
any v ∈ Y with |v| = µ′ := ξ/2, for any f ∈ clB(f∗, β), for some collection
(f̃i,δ̃i, ci, λi), λi > 0,

∑
λi = 1, δ̃i > 0, f̃i ∈ B(f, δ̃i), we have

|v −
∑

i λi[δ̃
−1
i (Gx(xf (T ))qf̃i,f

(T ) − ci]| ≤ µ′/2. Define κ =
∑

i λiδ̃
−1
i and

C̃i to be measurable sets such that meas (C̃i) = σ(f̃i, f) and C̃i ⊃ {s :
f̃i(s, x(.)) 6= f(s, x(.))} for all continuous x(.). There exist disjoint measur-
able sets Ci, (stemming from a rapid switching between the f̃i’s with weights
λiδ̃

−1
i /κ), such that

|
∑

i λi[δ̃
−1
i (Gx(xf (T ))qf̃i,f

(T )−ci]−δ̃−1Gx(xf (T ))qf̃ ,f (T )+
∑

i λici| ≤ µ′/4,

where δ̃ := κ
−1, f̃ :=

∑
i 1Ci

f̃i , and
∫
J

1Ci
1C̃i < (λiδ̃

−1
i /κ)δ̃i = λi/κ. As

Cf̃ ⊂ ∪iCi∩C̃i, σ(f̃ , f) <
∑

i λi/κ = 1/κ = δ̃. Moreover, by the inequalities

involving µ′/2 and µ′/4, |v − δ̃−1Gx(xf (T ))qf̃ ,f (T ) +
∑

i λici| ≤ 3µ′/4, so

(15) holds for µ = 1/4, µ′ = ξ/2.

Remark 5. In the context of Theorem 1, it seems possible to do without the
uniformity requirements in (10) and (11), but only at the expence of a more
complicated controllability requirement. Assume in this remark that the uni-
formity requirements on the d.d. containers D3f, DG, and Dφ of (10) and
(11) are removed, (with this change, (6) - (11) are postulated). Then, (15)
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has to be replaced by the following condition: For any f ∈ clB(f∗, µ̂), for any
(v, y(.)) ∈ Y ×L1(J, C(J, X)),with |(v, y(.))| = µ′, a quadruple (f̃ , c′′, δ̃, z(.))
exists, f̃ ∈ coB(f, δ̃), c′′ ∈ C ∩ clB(G(x∗(T )), 1), δ̃ > 0, z(.) ∈ clB(0, 1) ⊂
L1(J, C(J, X)), such that

max{supy̌∈∇G,f (z(.)) |δ̃v − y̌ + δ̃[c′′ − c∗]|, supẑ(.)∈∇f (z(.),f̃) |δ̃y(.) − ẑ(.)|}

≤ (1 − µ)δ̃µ′,

where c∗ := G(x∗(T )), ∇φ,f (z(.)) := Dφ(xf (T ))(
∫
J

z(.)), ∇G,f (z(.)) :=

DG(xf (T ))(
∫
J

z(.)), ∇f (z(.), f̃) := {ẑ(.) ∈ L1(J, C(J, X)) : ẑ(s) ∈ z(s)−

D3f(., s, xf (.))(
∫ s

0 z(τ)dτ) − (f̃(., s, xf (.)) − f(., s, xf (.))) a.e.}.
In this case, the following modification of the necessary condition in The-
orem 1 presumably holds: For some positive constants Λ′ and Λ′′, for all
c ∈ C, f̃ ∈ coF, z(.) ∈ L1(J, C(J, X)), we have 0 ≥ inf Ω̃f̃ ,c,z(.), where

Ω̃
f̃ ,c,z(.)

:=

{w − Λ′|v − c + c∗| − Λ′′|ẑ(.)| : w ∈ ∇φ,f∗

(z(.)), v ∈ ∇G,f∗

(z(.)),
ẑ(.) ∈ ∇f∗

(z(.), f̃)}.

A proof would consist in applying the abstract theory in Section 10 to the
problem

maxf∈F,x̌(.)∈L1(J,C(J,X)) φ(x0(T ) +
∫
J

x̌(τ)dτ), subject to
G(x0(T ) +

∫
J

x̌(τ)dτ) ∈ C, x̌(.) − f(., ., x0(.) +
∫ .

0 x̌(τ)dτ) = 0.

Appendix.

A. Proof of Lemma 10
(Adapted from Clarke (1983).) Assume first that H = C(J, X). Let

q̌0(t) := dq0(t)/dt and choose a measurable function q̌1(t) such that q̌1(t) ∈
A(t, q0(.)) ∩ clB(q̌0(t), 2λ0(t)) a.e., (the right hand side is a nonempty mea-
surable set function with closed image sets, all contained in a separable set
independent of t for a.e. t, so Kuratowskii’s selection theorem applies, see
e.g. Aubin and Frankowska (1990)). Note that |q̌1(t) − q̌0(t)| ≤ 2λ0(t)
a.e., (implying integrability of q̌1(t)). Define q1(t) = q0(0) +

∫ t

0 q̌1(s)ds,
and note that by Lipschitz continuity, for some at ∈ A(t, q1(.)), |q̌1(t) −
at| ≤ κ(t)|q1(.) − q0(.)|t, where |q1(.) − q0(.)|t = sups≤t |q1(s) − q0(s)|, so
λ1(t) := dist(q̌1(t), A(t, q1(.))) ≤ κ(t)|q1(.) − q0(.)|t, (implying integrability
of λ1(.)). By induction, assume that an integrable function q̌n(.) is defined
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such that dist(q̌n(t), A(t, qn(.))) =: λn(t) is integrable, where qn(t) = q0(0)+∫ t

0 q̌n(s)ds. Then, choose a measurable function q̌n+1(t) such that q̌n+1(t)
∈ A(t, qn(.))∩clB(q̌n(t), 2λn(t)) a.e., and note that |q̌n+1(t)− q̌n(t)| ≤ 2λn(t)
a.e.,(implying integrability of q̌n+1(t)). Define qn+1(t) = q0(0)+

∫ t

0 q̌n+1(s)ds,
and note that by Lipschitz continuity, for some at ∈ A(t, qn+1(.)), |q̌n+1(t)−
at| ≤ κ(t)|qn+1(.) − qn(.)|t, so λn+1(t) := dist(q̌n+1(t), A(t, qn+1(.))) ≤
κ(t)|qn+1(.) − qn(.)|t, (implying integrability of λn+1(.)). Hence, q̌n(.) is de-
fined for all n.

Now, |q̌n+1(t)−q̌n(t)| ≤ 2λn(t) ≤ 2κ(t)|qn(.)−qn−1(.)|t, a.e. Consider for
a moment the iterative solution αn+1(t) =

∫ t

0 2κ(s)αn(s)ds of the equation

α(t) =
∫ t

0 2κ(s)α(s)ds, α(0) = 0, with α1(t) = |q1(.) − q0(.)|t. By induction,

it is easily seen that αn+1(t) ≤ α1(T )(2κ∗(t))n/n!, where κ∗(t) =
∫ t

0 κ(τ)dτ.
By induction, evidently |qn+1(.)− qn(.)|t ≤ αn+1(t), so |q̌n+1(t) − q̌n(t)| ≤
2κ(t)αn(t) a.e., which gives that q̌n(t) is an a.e. pointwise - , and L1 -
Cauchy sequence. Evidently, limn q̌n(t) = q̌(t) a.e. exists and yields an
integrable function, moreover q̌(t) ∈ A(t, q(.)) a.e., (by Lipschitz continuity),
where q(t) := q0(0) +

∫ t

0 q̌(s)ds = limn qn(t) (uniform limit). Note that
|q(t) − q0(t)| = limn |qn+1(t) − q0(t)| = limn |

∑
0≤j≤n qj+1(t) − qj(t)| ≤ β(t),

where β(t) :=
∑

n≥1 αn(t), with β(t) satisfying β(t) = α1(t)+
∫ t

0 2κ(s)β(s)ds.
By Gronwall’s inequality, (as α1(.) is nondecreasing), |q(.)− q0(.)|t ≤ β(t) ≤
|q1(.) − q0(.)|t exp(

∫ t

0 2κ(s)ds) ≤ (
∫ t

0 2λ0(s)ds) exp(
∫ t

0 2κ(s)ds).
If H is a subset of C(J, X), with B(q0(.), ε) ⊂ H, then the applications

of Lipschitz continuity above require that we know that all qn(.) belong to
B(q0(.), ε) (or at least to H). Now, all qn(.) satisfy |qn(t)−q0(t)| ≤ β(t) < ε.
This ends the proof.

B. Further comments on d.d. containers
For the definition of d.d. containers to apply, there is no need for the

functions to be locally Lipschitz continuous functions (not even continuous),
though local Lipschitz continuity is generally assumed in this paper, (all
sections except Section 8 and the present section B) . In this section, neither
it is assumed that d.d. containers are bounded, and linearly homogeneous.
We shall nevertheless see that it is natural to assume such properties, at
least for locally Lipschitz continuous functions.

Loosely speaking, the smaller the d.d. containers are, the better tools
they are. However, in general, no loss is incurred by working with clDE(x0)(v),
rather than DE(x0)(v). (In this remark, as in Section 8, E:X → Y and X
and Y are normed spaces.) By convention DE(x0)(0) = {0}. Any enlarge-
ment of a d.d. container is a container, and the enlargement is uniform
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in v ∈ V , if the original d.d. container is. For each r > 0, ∆∗E(x0)(v, r)
is a d.d. container. Note that, for any d.d. container DE(x0)(v) that
E might have at x0, D

∗E(x0)(v) := ∩r>0cl∆
∗E(x0)(v, r) is a subset of

clDE(x0)(v). If D∗E(x0)(v) is a d.d. container, then E is said to have
a set-valued directional derivative, and in that case we write DsE(x0)(v)
instead of D∗E(x0)(v). If cl∆∗E(x0)(v, r) is norm-compact for some r > 0,
then D∗E(x0)(v) is automatically a d.d. container, and so a set-valued
directional derivative, which in this ”compact” case is called a directional
multiderivative, as in Seierstad (1997). (It is automatically nonempty.)

The intersection of two d.d. containers of E at x0 in direction v, is not
necessarily a d.d. container, (the intersection might even be empty.).

a. If E has a set-valued directional derivative at x0 in direction v, then
DsE(x0)(v) is the smallest of all closed d.d. containers.

b. For µ > 0, ∆E(x0)(µv, λ)/µ = ∆E(x0)(v, µλ) and ∆∗E(x0)(µv, r)/µ =
∆∗E(x0)(v, µr). Thus, if DE(x0)(v) is a d.d. container of E in direction
v, then µDE(x0)(v) is a d.d. container in direction µv: If DE(x0)(v) +
B(0, ε/µ) contains ∆∗E(x0)(v, µr), then µDE(x0)(v) + B(0, ε) contains
µ∆∗E(x0)(v, µr) = ∆∗E(x0)(µv, r).

c. If E has a d.d. container DE(x0)(v) at x0 in a given direction v,
then, by b., automatically, d.d. containers DE(x0)(µv) in directions µv
are obtained for all µ ∈ (0, ∞), by defining DE(x0)(µv) = µDE(x0)(v),
and for any K > 0, they are uniform with respect to µ ∈ (0, K]. For the
moment it is assumed that DE(x0)(v) originally is defined for v belong-
ing to a given sphere, here chosen to be the unit sphere, (i.e. |v| = 1).
Extend the definition of DE(x0)(v) to v’s of norms different from 1, by
DE(x0)(v) := |v|DE(x0)(v/|v|) . Then DE(x0)(v) is (positively) linearly
homogeneous in v. If DE(x0)(v) is uniform in v ∈ V ⊂ {v ∈ X : |v| = 1},
then, for any K, DE(x0)(µv) is uniform in v ∈ V, µ ∈ (0, K]. If, at the
outset, d.d. containers are specified for all v ∈ V ′, V ′ a cone, then a natural
”consistency assumption” on the set function DE(x0)(v), v ∈ V ′, would be
that DE(x0)(v) is linearly homogeneous.

d. If E(x) is Lipschitz continuous in B(x0, γ) of rank ME , then for λv ∈
B(0, γ), (or λ ≤ γ/|v|), |∆E(x0)(v, λ)| ≤ ME |v|, |∆∗E(x0)(v, r)| ≤ ME |v|
and |cl∆∗E(x0)(v, r)| ≤ ME |v| for r < γ/|v|, and, for any ε > 0, these three
set functions are Lipschitz continuous of rank ME +ε in v ∈ V , in any given
bounded set V , for λ, r ≤ γ/|V |(the two first ones have actually rank ME).
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e. Let E(x) be Lipschitz continuous in B(x0, γ) of rank ME . Let DE(x0)(v)
be a d.d. container of E, uniform in v ∈ V , V a bounded set. Then, for any
ε > 0, for some r ∈ (0, γ/|V |], ∆∗E(x0)(v, r) ⊂ DE(x0)(v) + B(0, ε), so for
each y ∈ ∆∗E(x0)(v, r), there exists a y′ ∈ DE(x0)(v), with |y−y′| < ε. But
then y′ ≤ |y|+ε ≤ ME |v|+ε ≤ ME |V |+ε, so DE(x0)(v)∩clB(0, ME |V |+ε)
is also a d.d. container for E at x0, uniform in v ∈ V , if DE(x0)(v) is. If
in particular DE(x0)(v) is linearly homogeneous on a cone Ṽ , uniform in a
set V ⊂ V ′ := Ṽ ∩ {x ∈ X : |x| = 1}, then DE(x0)(v) ∩ clB(0, (ME + ε)|v|)
is a linear homogeneous d.d. container at x0 for all v in Ṽ , uniform in
v ∈ V ′′ = {λq : λ ∈ (0, 1], q ∈ V }.

Hence, a bound of the form M |v| on d.d. containers of locally Lipschitz
continuous functions is not seldom a natural assumption.

Modification of d.d. containers to obtain Lipschitz continuity is not so sim-
ple, but at least recall that the sets they shall ”approximately” contain,
namely the sets of difference quotients are Lipschitz continuous in the di-
rection if the function itself is locally Lipschitz continuous. Note also the
following property:

f. Let E have Lipschitz rank ME in B(x0, γ) and let E have a set-valued
directional derivative DsE(x0)(v) at x0 for all v ∈ V in a given set V . Then,
for any ε > 0, DsE(x0)(v) is Lipschitz continuous in v ∈ V with rank ME+ε.

Proof. Given v and v′ in V, v 6= v′, and ε > 0. Let x ∈ DsE(x0)(v). There
exists a r ∈ (0, γ/ max{|v|, |v′|}] such that ∆∗E(x0)(v

′, r) ⊂ DsE(x0)(v
′) +

B(0, ε|v − v′|). We also have DsE(x0)(v) ⊂ cl∆∗E(x0)(v, r). So, for some
λ ∈ (0, r], x′′ := ∆E(x0)(v, λ) satisfies |x′′ − x| < ε|v − v′|. Let x′ :=
∆E(x0)(v

′, λ), and note that |x′′ − x′| ≤ ME |v − v′|. By the first inclu-
sion, there exists a x∗ in DsE(x0)(v

′) such that |x∗ − x′| < ε|v − v′|. The
three last inequalities yield |x − x∗| ≤ (ME + 2ε)|v − v′|.

Local Lipschitz continuity of E, and nonemptyness of the contingent deriva-
tive D∗E(x0)(v) does not necessarily imply Lipschitz continuity of D∗E(x0)(v)
in v.

g. If E has a d.d. container DE(x0)(v) which is a one point set, then
DE(x0)(v) = ∩r>0cl∆

∗E(x0, )(v, r), (i.e. E has a set-valued directional
derivative at x0 in direction v), and in fact E has a directional derivative at
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x0 in direction v.

Proof: Let DE(x0)(v) = {y} and let r be > 0. Then, for all ε = 1/n,
there exists an rn in (0, r] such that ∆∗E(x0)(v, rn) ⊂ {y} + B(0, 1/n),
which implies y ∈ ∆∗E(x0)(v, rn) + B(0, 1/n) ⊂ ∆∗E(x0)(v, r) + B(0, 1/n),
for all n. Hence, y ∈ cl∆∗E(x0)(v, r) for all r. On the other hand, {y} =
clDE(x0)(v) ⊃ ∩r>0cl∆

∗E(x0)(v, r).

h. If E is continuous in a ball B(x0, λ), then for each v, ∆∗E(x0)(v, r)
is a separable set for r < λ/|v|. In fact, let S be a countable dense set in
(0, ∞). Then, ∆′E(x0)(v, r) := {∆E(x0)(v, λ) : λ ∈ S, λ ≤ r} is dense in
∆∗E(x0)(v, r).

i. Let E be continuous in B(x0, γ). Let DE(x0)(v) be a closed d.d. con-
tainer of E at x0 (existing and) uniform for v ∈ V, V a given bounded set.
Then for each n, there exists rn ∈ (0, γ/|V |) such that ∆′E(x0)(v, rn) ⊂
DE(x0)(v) + B(0, 1/2n). To each point y in ∆′E(x0)(v, rn), there corre-
sponds a point zy,n ∈ DE(x0)(v) such that |y−zy,n| < 1/2n. Thus, for Dv :=
∪n{zy,n : y ∈ ∆′E(x0)(v, r)} ⊂ DE(x0)(v), we have that ∆′E(x0)(v, rn)
⊂ Dv + B(0, 1/2n). Then, by h., ∆∗E(x0)(v, rn) ⊂ Dv + B(0, 1/n), so Dv

(and then also clDv), is a separable d.d. container smaller that DE(x0)(v),
uniform in v ∈ V.

Hence, it is often natural to assume at the outset that d.d. containers
are separable sets.

j. Let g(s, x) be strongly measurable in s and Lipschitz continuous in x
in clB(x0, λ). For each s, assume that at x0 , x → g(s, x) has a closed
d.d. container D2g(s, x0)(v), v a given vector. Choose functions rn(s)
∈ (0, λ/|v|] such that ∆∗

2g(s, x0)(v, rn(s)) ⊂ D2g(s, x0)(v) + B(0, 1/2n).
Let S be the set of rational numbers in (0, ∞). To each function y(.) of
the form ∆2g(s, x)(v, λ), λ ∈ S, if λ ≤ rn(s), there corresponds a point
zλ,n(s) ∈ D2g(s, x0)(v) such that |y(s) − zλ,n(s)| < 1/2n, while if λ > rn,
put zλ,n(s) = 0. Thus, Dv(s) := {zλ,n(s) : y(.) = ∆2g(., x0)(v, λ), λ ∈ S, n =
1, 2, ...} is a countable set, and Dv(s) would have been measurable if each s
→ zλ,n(s) had been measurable. Assume this measurability for the moment.
Then also, by measurability, one might have assumed these functions to be
separably valued, which would entail the existence of a separable set Xv such
that Dv(s) ⊂ Xv for a.e. s. By i., clDv(s) is a d.d. container of x → g(s, x)
at x0 in direction v, by continuity of λ → ∆2g(s, x0)(v, λ) and density of S
: For each s, each n, ∆∗

2g(s, x0)(v, rn(s)) ⊂ clDv(s) + B(0, 1/n)). Unfortu-

39



nately, no selection result exists that can give that the zλ,n-functions can be
chosen to be measurable, for the simple reason that the mere postulation
of d.d. containers for each s, does not imply any relation between these
d.d. containers for various s’s.(Perhaps even the rn(.)’s are nonmeasurable.)
Thus, we have to assume that s → D2g(s, x0)(v) is measurable and essen-
tially separably valued, if we want to ”integrate” D2g(s, x0)(v), i.e. integrate
functions taking values in this set. (We must know that there are measur-
able functions taking values in this set.) Note that the set D

′′

(s, v, 1/m) =
{y(s) : y(.) = ∆2g(s, x0)(v, λ) for some λ ∈ S ∩ (0, 1/m]}, m ∈ {1, 2, ...},
is a measurable set function of s, so clD

′′

(s, v, 1/m) = cl∆∗
2g(s, x0)(v, 1/m)

and ∩mcl∆∗
2g(s, x0)(v, 1/m) are measurable in s, as well as essentially sep-

arably valued. If D2g(s, x0)(v) is not only a d.d. container but even a
set-valued directional derivative, then, by definition, D2g(s, x0)(v) equals
∩mcl∆∗

2g(s, x0)(v, 1/m). In this case, D2g(s, x0)(v) is automatically mea-
surable and essentially separably valued.

The assumption that d.d. containers of the type D2g(s, x0)(v)), (com-
pare (10)), are measurable and essentially separably valued should be illu-
minated by the above discussion. The two properties just mentioned are
needed for the measurable selection occuring in the following proof.

Proof of F in Section 8. Let ε > 0. Note that ∆∗f̃(x0)(v, r) =
{
∫
I
λ−1[g∗(s, x0 + λv) − g∗(s, x0)]ds : λ ∈ (0, r]}. For each s, each v ∈ V,
η(v, s, r) := supλ∈(0,r]dist(λ−1[g∗(s, x0 + λv) − g∗(s, x0)], D2g

∗(s, x0)(v))
converges to zero with r, moreover, η is bounded by κ∗(s) := κ(s)|V |+κ′(s),
for r < γ|V |. For fixed v, by dominated convergence,

∫
I
η(v, s, r)ds < ε/2,

for r small enough. By measurable selection, for any function w(v, s, λ) :=
[g∗(s, x0 + λv) − g∗(s, x0)]/λ, λ ∈ (0, r], there exists an integrable func-
tion s → w∗(v, s) ∈ D2g

∗(s, x0)(v) a.e., such that |w(v, s, λ) − w∗(v, s)| ≤
2η(v, s, r), hence |

∫
I
w(v, s, λ)ds −

∫
I
w∗(v, s)ds| < ε. This shows that

Df̃(x0)(v) is a d.d. container of f̃(x) at x0 in direction v. Next, by con-
tradiction, assume that it is not uniform in v ∈ V , i.e. for some ε > 0,
for all n, some pair (vn, λn) ∈ V × (0, 1/n] exists, such that w(vn, s, λn)
does not satisfy

∫
I
w(vn, s, λn)ds ∈ Df̃(x0)(vn) + B(0, ε). Define η(s, r) =

supn η(vn, s, r) ≤ κ∗(s). By uniformity of D2g
∗(s, x0)(v) in V and dominated

convergence,
∫
I
η(s, r)ds < ε/2, if r is small enough, say r < r′. Choose an n

such that 1/n < r′. Evidently, |
∫
I
w(v, s, λ)ds −

∫
I
w∗(v, s)ds| < ε can then

be obtained for v = vn, which gives a contradiction.

C. Mathematical programming results
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To illuminate the control theory results, results in mathematical pro-
gramming following from the abstract results of Section 10 are presented.
In the control theory above, we use rapid switching in order to obtain ap-
proximate convexity. Here we shall see what comes out of the ”abstract”
setting when (true) convexity is assumed. In addition to d.d. containers,
also contingent derivatives are used. Throughout this Section C, A is a com-
plete convex set in a normed space Â, Y is a normed space, C is a complete
convex set in Y, H : A → Y and η : A → R are continuous, and a∗ is a given
point in A. By redefinitions of Â, A, and H, problems of the type mina η(a),
subject to a ∈ A, H(a) ∈ C, can be reduced to the case where C = {0}.
Though confining the discussion to the latter case would save space, for
easy comparison with results above, below we stick to the general problem.

Below, the contingent derivative of a → (H(a), η(a)) is written
D∗(H, η)(a)(v), (a ∈ A, v ∈ Â). Consider the following condition: For some
µ̌ ∈ (0, 1), µ̂ > 0, µ′ > 0, c∗ ∈ C, ẑ∗ := (z∗, ω∗) ∈ Y × R, K > 0,

for all (a, c) ∈ (A∩clB(a∗, µ̂))×(C∩clB(c∗, µ̂)), for all v̂ := (v, ω) ∈
Y × (−∞, ω∗] with |v̂ − ẑ∗| = µ′, there exist elements
a′′ ∈ A ∩ clB(a, K|v̂|), c′′ ∈ C ∩ clB(c, K|v̂|), and (v′′, ω′′) such that

(*) (v′′, ω′′) ∈ D∗(H, η)(a)(a′′ − a),
|v′′ − v − (c′′ − c)| ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′) and
ω′′ − ω ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′). (58)

This condition implies (51) for µ′′ = µ̌/2. To show this, note that, since
(v′′, ω′′) ∈ cl∆∗(H, η)(a)(a′′ − a, r) for all r, if v̂ 6= 0, there exists a δ > 0,
arbitrary small, such that |[(H(a′), η(a′)) − (H(a), η(a))]/δ − (v′′, ω′′)| ≤
(µ̌/2)µ′|v̂|/(|ẑ∗| + µ′), where a′ = δa′′ + (1 − δ)a. Note that this inequality
trivially holds if v̂ = 0 (⇒ a′′ = a, c′′ = c). Hence,

(58) implies the existence of arbitrary small δ > 0, such that
|(H(a′) − H(a))/δ − v − (c′′ − c)| ≤ (1 − µ̌/2)µ′|v̂|/(|ẑ∗| + µ′) and
(η(a′) − η(a))/δ − ω ≤ (1 − µ̌/2)µ′|v̂|/(|ẑ∗| + µ′). (59)

(For v̂ = 0,(59) trivially holds, put a′′ = a, c′′ = c.)

Below, we need the following fact. If (58) holds, then by slightly de-
creasing µ̌ and µ′ if necessary, we can always obtain that (58) holds with
the following assumption added:
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|ẑ∗| 6= µ′. (59’)

Assume that, initially, (58) holds with µ′ = |ẑ∗|. Then choose µ̂′ > 0
and µ′′ ∈ (0, 1) slightly smaller than µ′ and µ̌, respectively, such that
(1−µ′′)µ̂′ ≥ (1−µ̌)µ′. Note that if the element v̂ := (v, ω) 6= 0, ω ≤ ω∗, satis-
fies |v̂−ẑ∗| = µ̂′, then |∞v̂−ẑ∗| = ∞, so for some λ > 1, |λv̂−ẑ∗| = µ′). Using
(58) for v̂ replaced by λv̂ yields elements a′′, c′′ , v′′, and ω′′ corresponding
to λv̂, which we write as aλ, cλ , vλ, and ωλ instead, such that (58)(*) is
satisfied. Dividing by λ in this version of (58)(*) gives that (*) holds for v̂,
together with a′′ = (aλ −a)/λ+a, c′′ = (cλ −c)/λ+c, v′′ = vλ/λ, ω′′ = ωλ/λ.
Dividing by λ in the inequalities in (58) gives that they are satisfied by v̂
and these a′′, c′′, v′′, ω′′. On the right hand side of the inequalities of course
(1 − µ̌)µ′ can be replaced by (1 − µ′′)µ̂′, so (59’) follows.

When (59’) holds, then in (58), if we replace
clB(a, K|v̂|) and clB(c, K|v̂|) by clB(a, Ǩ) and clB(c, Ǩ) (59”)

respectively, where Ǩ is some positive constant, then, we get a condition (de-
noted (58”)) implying (58), for K = Ǩ/ξ, ξ := |µ′−|ẑ∗||. This follows simply
from the fact that if |v̂ − ẑ∗| = µ′, then |v̂| ≥ ξ, so clB(a, Ǩ) ⊂ clB(a, K|v̂|)
and clB(c, Ǩ) ⊂ clB(c, K|v̂|).

Let the contingent derivative D∗(H, η)(a)(v) be Lipschitz continuous in v,
with a rank independent of a, for a ∈ A. Then (58”) is implied by the fol-
lowing condition, for Ǩ := K̂ + µ̂′. For some µ+ ∈ (0, 1), µ̂′ > 0, µ′ > 0, c∗ ∈
C, ẑ∗ := (z∗, ω∗) ∈ Y × R, K̂ > 0, for all a ∈ clB(a∗, µ̂′),

for all v̂ := (v, ω) ∈ Y × (−∞, ω∗] with |v̂ − ẑ∗| = µ′, there
exist elements a′′ ∈ A∩clB(a∗, K̂), c′′ ∈ C∩clB(c∗, K̂), and (v̂′′, ω̂′′)
∈ D∗(H, η)(a)(a′′ − a∗), such that |v̂′′ − v − (c′′ − c∗)| ≤
(1 − µ+)µ′|v̂|/(|ẑ∗| + µ′) and ω̂′′ −ω ≤ (1 − µ+)µ′|v̂|/(|ẑ∗| + µ′).(60)

The number µ′ can be taken to be the same as the one occurring in (58”),
except when µ+ = |ẑ∗|. In the latter case, µ+ can be decreased slightly
so that inequality obtains, (see arguments connected with (59’)), we as-
sume in what follows that this has already been carried out. Thus, with
µ′ 6= |ẑ∗|, consider a quadruple (a′′, c′′, (v̂′′, ω̂′′), (v, ω)) for which (60) is
satisfied, Evidently, ξ = |µ′ − |ẑ∗|| = inf{|v̂| : |v̂ − ẑ∗| = µ′}. Then for
µ̂ ∈ (0, µ̂′], small enough, for a ∈ A ∩ clB(a∗, µ̂), c ∈ C ∩ clB(c∗, µ̂), there
exists an element v̂′ := (v′, ω′) in D∗(H, η)(a)(a′′ −a) such that the inequali-
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ties |v̂′′− v̂′| ≤ µ+µ′ξ/4(|ẑ∗|+µ′), and |c′′−c∗−(c′′−c)| ≤ µ+µ′ξ/4(|ẑ∗|+µ′)
hold. If, in the inequalities in (60), v̂′′, ω̂′′, a∗, and c∗ are replaced by v′, ω′,
a, and c, respectively, then the validity of the inequalities are rescued by
adding µ+µ′ξ/2( |ẑ∗|+µ′) on the right hand sides. Moreover, |a′′ −a∗| ≤ K̂,
|a − a∗| ≤ µ̂ implies |a′′ − a| ≤ K̂ + µ̂ ≤ Ǩ. Similarly, |c′′ − c| ≤ Ǩ. Thus
(58”) holds, and, hence, (51) is implied by (60).

If the uniform Lipschitz continuity of D∗(H, η)(a)(v) does not hold, it is
only possible to prove, (using part of the arguments above), that (58”) is
implied by the following condition: For some µ+ ∈ (0, 1), µ̂′ > 0, µ′ > 0, c∗ ∈
C, ẑ∗ := (z∗, ω∗) ∈ Y × R, K̂ > 0, for all a ∈ clB(a∗, µ̂′),

for all v̂ := (v, ω) ∈ Y × (−∞, ω∗ ] with |v̂ − ẑ∗| = µ′, there
exist elements a′′ ∈ A∩ clB(a, K̂), c′′ ∈ C ∩ clB(c∗, K̂), and (v̂′′, ω̂′′)
∈ D∗(H, η)(a)(a′′ − a), such that |v̂′′ − v − (c′′ − c∗)| ≤
(1 − µ+)µ′|v̂|/(|ẑ∗| + µ′) and ω̂′′ −ω ≤
(1 − µ+)µ′|v̂|/(|ẑ∗| + µ′). (60’)

Next, consider the case where ω∗ = 0, z∗ ∈ C −c∗ in (60’). In this case, (60’)
also holds for µ̂′, µ′, z∗, and K̂ replaced by µ̂′/2, µ′/2, 0, and K ′′ defined
below. To see this, let v̂, a′′, c′′, v̂′′, ω̂′′ satisfy (60’), and write v′ = v − z∗,
z∗ := c̃−c∗, c̃ ∈ C, c̃′′ = (1

2)c̃+(1
2)c′′ ∈ C. Note that |c̃′′ −c∗| = |c̃/2+c′′/2−

c∗/2−c∗/2| = |(c′′−c∗)/2 −c∗/2+ c̃/2| ≤ K̂/2+ |c̃/2−c∗/2| =: K ′′. Further-
more, note that |v̂′′/2−v/2−(c′′−c∗)/2| = |v̂′′/2−v′/2−z∗/2−(c′′−c∗)/2| =
|v̂′′/2 − v′/2 − c̃/2 + c∗/2 − (c′′ − c∗)/2)| =
|v̂′′/2 − v′/2 − (c̃′′ − c∗)| ≤ (1 − µ+)(µ′/2)|v̂|/(|ẑ∗| + µ′) ≤ (1 − µ+)(µ′/2),
and ω̂′′/2 −ω/2 ≤ (1 − µ+)(µ′/2)|v̂|/(|ẑ∗| + µ′) ≤ (1 − µ+)(µ′/2). Note
that (v̂′′/2, ω̂′′/2) ∈ D∗(H, η)(a)[ã′′ − a)], where ã′′ := a′′/2 + a/2 and that
|ã′′ − a| ≤ K̂/2 ≤ K ′′.

Now, recall that when z∗ ∈ C − H(a∗), ω∗ = 0, (60’) implies (53) in
Corollary 5. The calculations just carried out show the equivalence of the
following two necessary condition (i) and (ii) in (61) for optimality of a∗.

(i) There exists no quintuple (µ+, µ̂′, µ′, z∗, K̂), z∗ ∈ C − H(a∗),
such that (60’) holds for ω∗ = 0, c∗ = H(a∗).

(ii) There exists no quadruple (µ+, µ̂′, µ′, K̂),
such that (60’) holds for ω∗ = 0, c∗ = H(a∗), z∗ = 0. (61)

Assume next that a → (H(a), η(a)) has a d.d. container denoted
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D(H, η)(a)(v), a ∈ A, v ∈ Â, and consider the following condition: For some
µ̌ ∈ (0, 1), µ̂ > 0, µ′ > 0, c∗ ∈ C, ẑ∗ := (z∗, ω∗) ∈ Y × R, K > 0,

for all (a, c) ∈ (A ∩ clB(a∗, µ̂)) × (C ∩ clB(c∗, µ̂)), for all v̂ :=
(v, ω) ∈ Y × (−∞, ω∗)] with |v̂ − ẑ∗| = µ′, there exist an a′′ ∈
A ∩ clB(a, K|v̂|) and a c′′ ∈ C ∩ clB(c, K|v̂|), such that for all
(v′′, ω′′) ∈ D(H, η)(a)(a′′ − a),
|v′′ − v − (c′′ − c)| ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′) and
ω′′ − ω ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′). (62)

This condition implies (51) for µ′′ = µ̌/2. To show this, we need only con-
sider the case v̂ 6= 0. Note that there exists a r > 0 such that for all δ ∈ (0, r],
for some (vδ, ωδ) ∈ D(H, η)(a)(a′′ − a), |[(H(aδ), η(aδ)) − (H(a), η(a))]/δ −
(vδ, ωδ)| ≤ (µ̌/2)µ′|v̂|/(|ẑ∗| + µ′), where aδ = δa′′ + (1 − δ)a. Combining this
with (62), we evidently get: For all δ ∈ (0, r],

|[H(aδ) − H(a)]/δ − v − (c′′ − c)| ≤ (1 − µ̌/2)µ′|v̂|/(|ẑ∗| + µ′), and
[η(aδ) − η(a)]/δ − ω ≤ (1 − µ̌/2)µ′|v̂|/(|ẑ∗| + µ′). (63)

This is more than we need, ((63) says that (51) holds for triples (a′, c′′, δ)
for all δ ∈ (0, r]). When we do not have recourse to contingent deriva-
tives, but only to d.d. containers, we cannot simply assume in (62) that
the two inequalities hold for some (v′′, ω′′) ∈ D(H, η)(a)(a′′ − a). The set
D(H, η)(a)(a′′ − a) may contain elements unrelated to any term of the form
[(H(aδ), η(aδ)) − (H(a), η(a))]/δ, but we need an inequality that holds for
some element of this form.

We can work with a slight modification of (62): For a function E :
X → Y, define a directional derivative trap at x0 in direction v to be
a set DtE(x0)(v) with the property that, for all ε > 0, for all r > 0,
∆∗E(x0)(v, r) ∩ (DtE(x0)(v) + B(0, ε)) 6= ∅. This property is equivalent
to (cl∆∗E(x0)(v, r)) ∩ (DtE(x0)(v) + B(0, ε)) 6= ∅, so if E has a nonempty
contingent derivative, then it is a d.d. trap. And, of course, a d.d. container
is a d.d. trap. To know that (63) holds, for some δ ∈ (0, r], (and this is
all we need), it suffices to assume in (62) that D(H, η)(a)(v) is a d.d. trap.
We have not worked with d.d. traps, because their calculus is proor. Let us
nevertheless briefly comment on some properties that do hold:

If in B. in Section 8, V = {v} for some v, and DF (x0)(v) is only a d.d.
trap, then DG(F (x0))(DF (x0)(v)) is a d.d. trap of H(x) = G(F (x)). Much
of the arguments in the proof can be kept. For any r, for some λr ∈ (0, r], for
w′ = ∆F (x0)(v, λr) , we have w′ ∈ DF (x0)(v) + B(0, ε/2MG), so for some
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w ∈ DF (x0)(v), |w−w′| < ε/2MG. For r small enough, ∆∗G(F (x0))(w̃, r) ⊂
DG(F (x0))(w̃)+B(0, ε/2), for any w̃ ∈ DF (x0)(v). By Lipschitz continuity,
∆∗G(F (x0))(w

′, r) ⊂ DG(F (x0))(w) + B(0, ε). In particular,
∆G(F (x0))(w

′, λr) = ∆H(x0)(v, λr) ∈ DG(F (x0))(w) + B(0, ε).).
It is also easily shown that DtE(x0)(v) + DF (x0)(v) is a d.d. trap of

E +F at x0, (evidently we have here assumed that the trap DtE(x0)(v) and
the container DF (x0)(v) exists), similarly DtF (x0)(v)×DF̃ (x0)(v) is a d.d.
trap of F × F̃ .

Note also in connection with Lemma 11, that if h(v) := v → x(., v),
then any element of the contingent derivative D∗h(v0)(v) belongs to clQ(v),
even when the uniformity condition on D2g(s, x(., v0))(q

∗(.)) is dropped.
To prove this let, q∗(.) ∈ D∗h(v0)(v), let ∆h(v0)(v, λn)(.) → q∗(.), when
λn ↘ 0, and for any ε > 0, choose λn so small that

∫
J

|∆h(v0)(v, λn)(s) −
q∗(s)|κ(s)ds < ε/4 and

∫
J

γ(t)dt < ε/4, where γ(t) := dist([g(t, x(., v0) +
λnq∗(.))−g(t, x(., v0))]/λn, D2g(t, x(., v0))(q

∗(.))). Then, by Lipschitz conti-
nuity, the distance between [g(t, x(., v0)+λn∆h(v0)(v, λn)(.))−g(t, x(., v0))]/λn

and D2g(t, x(., v0))(∆h(v0)(v, λn)) is ≤ γ(t)+2κ(t)|∆h(v0)(v, λn)−q∗(t)| =:
γ′(t). By Lemma 10, there exists a q(.) ∈ Q(v), such that |∆h(v0)(v, λn))(.)−
q(.)| ≤ (

∫
J

2γ′(s)ds) exp
∫
J

2κ(s)ds ≤ ε exp
∫
J

2κ(s)ds.
In the case where C is nonconvex, if C has a nonempty adjacent cone at

c, then in (62), we can require that c′′−c belongs to such a cone, (then drop-
ping c′′ ∈ C), with (63) (for some δ ∈ (0, r] and c′′ replaced by some c̃′′ ∈ C
”adjacent” to c′′), still following even in the trap case. This does not work if
the cone is a contingent one. However, we can work with the following slight
modification of (58) in the case where H and η are locally Lipschiz continu-
ous. (It would work also without such a continuity assumption, but then the
reader would perhaps object to the word ”contingent”). Assume in (58) that
we drop (∗) and c′′ ∈ C, and instead assume that the triple (v′′, ω′′, c′′) is a
sort of ”contingent” triple defined by the property that liminfδ↘0α(δ) = 0,
where α(δ) := δ−1dist(C, c + δ(c′′ − c)) + |v′′ − [H(a + δ(a′′ − a)) − H(a)]/δ|
+|ω′′ − [η(a + δ(a′′ − a)) − η(a)]/δ|. (Then c′′ − c belongs to the contingent
cone of C at c. We need however, the ”simultaneous contingency” implied
by the next to last equality). Then again (51) follows.

For the remaining part of this section we turn back to the case where C
is convex. In (62) , (59’) can be assumed, (the same arguments apply).
Moreover, when the replacements given in (59”) are carried out in (62), it
yields a condition (denoted (62’)) stronger than (62) with K = Ǩ/ξ, (the
same arguments apply).
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Let the d.d. container D(H, η)(a)(v) be Lipschitz continuous in v, with
a rank independent of a ∈ A. Consider the condition: For some µ+ ∈
(0, 1), µ̂′ > 0, µ′ > 0, c∗ ∈ C, ẑ∗ := (z∗, ω∗) ∈ Y × R, K̂ > 0,

for all a ∈ clB(a∗, µ̂′) for all v̂ = (v, ω) ∈ Y ×(−∞, ω∗] with
|v̂ − ẑ∗| = µ′, there exist an a′′ ∈ A ∩ clB(a∗, K̂) and a c′′ ∈
C ∩ clB(c∗, K̂), such that for all (v̂′′, ω̂′′) ∈ D(H, η)(a)(a′′ − a∗),
|v̂′′ − v − (c′′ − c∗)| ≤ (1 − µ+)µ′|v̂|/(|ẑ∗| + µ′)
and ω̂′′ − ω ≤ (1 − µ+)µ′|v̂|/(|ẑ∗| + µ′) (64)

The condition (64) implies that (62’) holds for some µ̂ ∈ (0, µ̂′], for some
Ǩ > 0, µ̌ = µ+/4, and µ′ perhaps slightly decreased. (If |ẑ∗| = µ′, a
slight decrease of µ+ and µ′ is necessary, with (64) still holding. As-
sume it has been carried out, so ξ := ||ẑ∗| − µ′| > 0.) To prove the as-
sertion, choose µ̂ ∈ (0, min{µ̂′, µ+µ′ξ/4(|ẑ∗| + µ′)}] so small that, for any
a ∈ clB(a∗, µ̂), a′′ ∈ clB(a∗, K̂), for any (v′′, ω′′) ∈ D(H, η)(a)(a′′ −a), there
exists a pair (v̂′′, ω̂′′) ∈ D(H, η)(a)(a′′ − a∗) such that |(v̂′′, ω̂′′) − (v′′, ω′′)| ≤
(µ+/4)µ′ξ/(|ẑ∗|+µ′). As c ∈ clB(c∗, µ̂) implies |c− c∗| ≤ µ+µ′ξ/4(|ẑ∗|+µ′),
then, for all pairs (v′′, ω′′) ∈ D(H, η)(a)(a′′ − a), the two inequalities in
(62) hold if the corresponding inequalities hold in (64). Finally, define
Ǩ := K̂ + µ̂′, and note that |c′′ − c| ≤ |c′′ − c∗| +|c − c∗| ≤ K̂ + µ̂′ =: Ǩ. A
similar calculation yields |a′′ − a| ≤ Ǩ. Thus (62’) holds.

If the uniform Lipschitz continuity of D(H, η)(a)(v) fails to hold, then
a′′ − a∗ has to replaced by a′′ − a in (64), giving rise to a condition we
call (64’), see the parallell discussion leading to (60’). Moreover, two (again
equivalent) necessary conditions are obtained by replacing (60’) by (64’) in
(61).

Assume now that D(H, η)(a)(v) = (DH(a)(v), Dη(a)(v)) is a directional
derivative that exists for all a ∈ A, v ∈ Â. To signalize the existence of the
directional derivative, we write Dd instead of D. Then (62) simplifies to

For all a ∈ A ∩ clB(a∗, µ̂), c ∈ C ∩ clB(c∗, µ̂), for all v̂
:= (v, ω) ∈ Y × (−∞, ω∗] with |v̂ − ẑ∗| = µ′,
there exist an a′′ ∈ A ∩ clB(a, K|v̂|) and a c′′ ∈ C ∩ clB(c, K|v̂|),
such that |DdH(a)(a′′ − a) − v − (c′′ − c)| ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′)
and Ddη(a)(a′′ − a) − ω ≤ (1 − µ̌)µ′|v̂|/(|ẑ∗| + µ′). (65)

Next, (64’) simplifies to:

For all a ∈ A ∩ clB(a∗, µ̂′), for all v̂ := (v, ω) ∈
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Y × (−∞, ω∗] with |v̂ − ẑ∗| = µ′ there exist an a′′ ∈
A ∩ clB(a, K̂) and a c′′ ∈ C ∩ clB(c∗, K̂), such that
|DdH(a)(a′′ − a) − v − (c′′ − c∗)| ≤ (1 − µ+)µ′|v̂|/( |ẑ∗| + µ′)
and Ddη(a)(a′′ − a) − ω ≤ (1 − µ+)µ′|v̂|/(|ẑ∗| + µ′). (66)

In the problem: mina∈A η(a), subject to H(a) ∈ C, the following neces-
sary condition holds. There exists no quadruple (K̂, µ, µ∗, µ′) with ω∗ =
0, z∗ = 0, such that (66) holds.

If DdH(a)(v) and Ddη(a)(v) are uniformly continuous in v, uniformly in
a in A, (in this case uniform Lipschitz continuity is not required), then in
(66), a′′ − a can be replaced by a′′ − a∗.

In the above uniform continuity case, for some γ > 0, |DdH(a)(v)| ≤ 1
and |Ddη(a)(v)| ≤ 1 for all v ∈ B(0, γ), all a ∈ A, hence H(a) and η(a)
are Lipschitz continuous in A, and this is more than we need for another
and more effective necessary condition do hold. We formulate it for less
demanding differentiability requirements, we here use d.d. traps:

Corollary 8. Assume that a → H(a) has a d.d. trap DtH(a)(v), for
all a ∈ A, v ∈ Â. Assume also that for all a ∈ A, there exist constants Wa,
and W a such that |η(a′)−η(a)| ≤ Wa|a

′−a|, and |H(a′)−H(a)| ≤ W a|a′−a|
for all a′ ∈ A. Furthermore, assume that for each a, Wλa+(1−λ)a∗ → Wa∗

when λ ↘ 0. Moreover, assume, for some µ̌ ∈ (0, 1], µ∗ > 0, µ′ > 0, that,

for all a ∈ A ∩ clB(a∗, µ∗), for all v ∈ Y with |v| = µ′,
there exist an a′′ ∈ A ∩ clB(a, 1) and a c′′ ∈ C ∩ clB(H(a∗), 1),
such that for all v′′ ∈ DtH(a)(a′′ − a),
|v′′ − v − (c′′ − H(a∗))| ≤ (1 − µ̌)µ′. (67)

Finally, assume that a∗ is optimal in the problem: mina η(a), subject to
a ∈ A, H(a) ∈ C. Then, for each (a, c) ∈ A × C, for c∗ = H(a∗),

lim supλ↘0 λ−1[η(a∗ + λ(a − a∗)) − η(a∗)+
16KWa∗ |H(a∗ + λ(a − a∗)) − c∗ − λ(c − c∗)|/µ̌] ≤ 0, (68)

where K = max{1/µ′, 1 + 1/µ̂}, µ̂ = min{µ∗, µ̌µ′/4}.

Proof. From (67), evidently, for some δ arbitrarily small, for aδ = δa′′ +(1−
δ)a, |[H(aδ) − H(a)]/δ − v − (c′′ − c∗)| ≤ (1 − µ̌/2)|v̂| follows, so (54’) holds
for µ′′= µ̌/2, K ′ = 1/µ′, and Corollary 7 applies.
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Note that by Corollary 7,
λ−1[η(a∗ + λ(a − a∗)) − η(a∗) + 8KWλa+(1−λa∗)|H(a∗ + λ(a − a∗)) − c∗ −
λ(c− c∗)|/(µ̌/2)] ≤ 0, for λ so small that λ(a−a∗) ∈ clB(0, µ̂/2), λ(c− c∗) ∈
clB(0, µ̂/2). From this inequality, (68) follows, since |H(a∗ + λ(a − a∗)) −
c∗ − λ(c − c∗)| ≤ λW a|a − a∗| + λ|c − c∗| .

In case of Lipschitz continuity of v → DtH(a)(v) uniformly (i.e. same
rank) for all a ∈ A, then the set A ∩ clB(a, 1) in (67) can be replaced by
A ∩ clB(a∗, 1), compare the relationship between (66) and (65).

Corollary 9. In the situation of Corollary 8, if a → (H(a), η(a)) has a
d.d. trap denoted Dt(H, η)(a∗)(v) at a∗, for all v ∈ Â, then (68) implies
that for each (a, c) ∈ A × C,

inf{ω +(16KWa∗/µ̌)|v − c+H(a∗)| : (v, ω) ∈ Dt(H, η)(a∗)(a−a∗)} ≤ 0.
In particular, if D(H, η)(a∗)(v) is a directional derivative, written Dd(H, η),
then

Ddη(a∗)(a − a∗) + (16KWa∗/µ̌)|DdH(a∗)(a − a∗) − c + H(a∗)| ≤ 0

Proof . Denote the limsup in (68) by ϑa,c and let χa,c(λ) := η(a∗+λ(a−a∗))+
16µ̌−1KWa∗ |H(a∗+λ(a−a∗))−c∗−λ(c−c∗)|. Evidently, ϑa,c belongs to the
contingent derivative D∗χa,c(0) (1). By (68), all elements in this contingent
derivative has to be non-positive for all (a, c) ∈ A × C. By general rules for
calculating d.d. traps, D∗χa,c(0) (1) ⊂ cl{ω + (16KWa∗/µ̌)|v − c + H(a∗)| :
(v, ω) ∈ D(H, η)(a∗)(a − a∗)}.

In the next Corollary, the use of d.d. traps is replaced by the use of
contingent derivatives.

Corollary 10. Corollary 8 holds also if (67) is replaced by: For some
µ̌ ∈ (0, 1), µ∗ > 0, µ′ > 0,

for all a ∈ A ∩ clB(a∗, µ∗), for all v ∈ Y with |v| = µ′, there exist
elements a′′ ∈ A ∩ clB(a, 1), c′′ ∈ C ∩ clB(H(a∗), 1), and v′′

∈ D∗H(a)(a′′ − a), such that |v′′ − v − (c′′ − H(a∗))| ≤
(1 − µ̌)µ′. (68’)

In particular, if (H, η) has a nonempty contingent derivative
D∗(H, η)(a∗)(a − a∗) at a∗ for all a ∈ A, then

sup{ω + (16KWa∗/µ̌)|v − c + H(a∗)| : (v, ω) ∈ D∗(H, η)(a∗)(a − a∗)}
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≤ 0 (68”)

for all (a, c) ∈ A × C.

Proof: Again (54’) follow for µ′′ = µ̌/2, K ′ = 1/µ′.

D. Consequences of the controllability condition
Consider the case where z∗ = 0, C = {0}. In this case, (67) reduces to:

For some µ ∈ (0, 1], µ∗ > 0, µ′ > 0,

for all a ∈ A ∩ clB(a∗, µ∗) for all v ∈ Y with |v| = µ′, there exist
an a′′ ∈ A ∩ clB(a, 1) such that for all v′′ ∈ DH(a)(a′′ − a),
(*) |v′′ − v| ≤ (1 − µ)µ′. (69)

Note that when (69) holds, it also holds for any other µ′, if necessary by
adjusting µ, (but keeping it in (0, 1)). First, let α ∈ (0, 1) : Then, by re-
placing a′′ by â′′ := αa′′ + (1 − α)a, from (*) in (69), we get that for all
v′′ ∈ DH(a)(â′′ − a), |v′′ − αv| ≤ (1 − µ)αµ′. Hence, µ′ can be replaced by
αµ′. This also holds if α > 1, provided µ is replaced by µ/α : From (*)
in (69), we get |αv − v′′| ≤ |αv − v + v − v′′| ≤ (α − 1)|v| + |v − v′′| ≤
(1 − µ)|v| + (α − 1)|v| ≤ (α − µ)|v| = (1 − µ/α)αµ′.

Let us now assume Lipschitz continuity of v → DH(a)(v), of rank ≤ k,
uniformly in a ∈ A. Write a′′ = aa. Define k′ := k′(a) := inf{|v′′| : v′′ ∈
DH(a)(aa − a)}, k′′ := k′′(a) := sup{|v′′| : v′′ ∈ DH(a)(aa − a)} ≤ k. Then,
(*) in (69) implies an upper bound on k′′ : Note that (*) implies |v| ≥ |v′′|−
(1 − µ)µ′, so µ′ ≥ k′′ − (1 − µ)µ′, or (2 − µ)µ′ ≥ k′′(a). The last inequality
is implied by µ′ ≥ k. Now, (*) in (69) also implies a lower bound on k′ :
|v| ≤ |v′′|+(1−µ)µ′, hence µ′µ ≤ |v′′| , so µ′µ ≤ k′(a). The property that, for
some ε > 0, ε ≤ inf{|v′′| : v′′ ∈ DH(a)(a′′−a)} for all a ∈ A∩clB(a∗, µ∗), for
some a′′ ∈ A∩clB(a∗, 1) might be called uniform nonsingularity of DH(a)(.).
It is necessary for (69) to hold. If a∗ is an interior point in A, and DH(a)(.)
is a linear operator (with bound k), and Y is finite dimensional, then this
nonsingularity is sufficient for (69) to hold.

E. Comments on the control system
In the setting of the control problem, a certain type of d.d. containers

naturally arises in the problem, once f , G, and φ have d.d. containers with
respect to x(.) and x, respectively.

Postulating nonempty contingent derivatives in the control theory setting
would be to make assumptions of a more ad hoc nature. (We have omitted
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the discussion of this approach.) It is not possible to express the contin-
gent derivative of a composition of two functions in terms of the contingent
derivatives of the two functions. The solution of a differential equation may
be viewed as resulting from the composition of many (in fact an infinite

number) of functions. When using contingent derivatives of δ → G(xf̃δ),

and δ → (G(xf̃δ), η(xf̃δ)), (for the notation, see (28)), the results would be
more general, (the controllability condition less demanding, the necessary
conditions sharper), and would be closely parallel to the sharper results
obtainable when using contingent derivatives in the mathematical program-
ming setting above.

It is possible to generalize the boundedness conditions on the f ’s in F :
Assume in the situation of Theorem 1 that the first inequality in (7) fails to
hold. Assume instead that for any f ∈ F , for some M̂f , |f(t, s, x∗(.))| ≤ M̂f

for all t, s. Then, for all x̂(.) ∈ B(0, ς), |f(t, s, x∗(.) + x̂(.))| ≤ M̂f +
Mf |x̂(.)| ≤ M̂f+ Mf ς =: Mf . Even all functions f̃ ∈ coF, satisfies
|f̃(t, s, x∗(.) + x̂(.))| ≤ Mf̃ , for all t, s, x̂(.) ∈ B(0, ς), for some Mf̃ . Define
Fn := {f ∈ F : supt,x̂(.)∈B(0,ς) |f(t, s, x∗(.) + x̂(.))| ≤ max[Mf∗ , n] for a.e. s}
Then Fn is essentially σ−closed and closed under switching.) Assume, in the
situation of Theorem 1, that for some n̂, and some triple (µ, µ̂, µ′), (15) is sat-
isfied for F replaced by Fn̂. Define Λn = 64Mφn exp(Mf∗

T )µ−1 max{1/µ′, 1+
1/µ̌}, for µ̌ see (17). Then, evidently, for Λ = Λn, for any n ≥ max{Mf∗ , n̂},
the conclusion 0 ≥ inf Ωc,f̃ in Theorem 1 holds, for any f̃ ∈ coFn, c ∈ C.
Here, Λ = Λn enters the definition of Ωc,f̃ , see (16), so we write Ωc,f̃ = Ωc,f̃ ,n.

In fact, 0 ≥ inf Ωc,f̃ ,max{Mf∗ ,n̂,M
f̃
}, for any f̃ ∈ coF, c ∈ C.

A generalization to the case where M̂f and Mf are integrable functions
of s, rather than constants, is evidently possible.

F. Controllability results
There are actually local controllability results connected to the situation

in Lemma 1. In the following two lemmas, φ does not appear and the opti-
mality of (x∗(.), f∗) is irrelevant:

Lemma 14. (No d.d. containers, no switching) Consider the system
(4),(6),(7) and let ζ be as defined in (14). Assume that G(x) is continu-
ous in B(x∗(T ), ς) and let c∗ be a given point in C. Assume the existence of
a quintuple (K, z∗, µ′′, µ̂, µ′) ∈ (0, ∞) × Y × (0, 1) × (0, ζ] × (0, ∞) with the
property that, for all f ∈ clB(f∗, µ̂), all c ∈ C ∩ clB(c∗, µ̂), all v ∈ Y with

50



|v − z∗| = µ′, all r > 0, there exists a triple (f̂ , c′′, δ̂), f̂ ∈ clB(f∗, ζ), c′′ ∈ C,
and δ̂ ∈ (0, r], such that

|G(xf̂ (T )) − G(xf (T )) − δ̂v − δ̂(c′′ − c)| ≤ (1 − µ′′)δ̂µ′|v|/(|z∗| + µ′),
σ(f̂ , f) ≤ δ̂K|v|, and |c′′ − c| ≤ K|v|. (70)

Then for all z ∈ clB(G(x∗(T )) − c∗, µ′′µ′µ̂/4K(|z∗| + µ′)), there exists
a triple (f, α, c), f ∈ clB(f∗, µ̂γ/2) ⊂ F, α ∈ [0, µ̂γ/2K(|z∗| + µ′)] , c ∈
C ∩ clB(c∗, µ̂γ/2), such that z + αz∗ = G(xf (T )) − c, where γ := 4K(|z∗| +
µ′)|G(x∗(T )) − c∗ − z|/µ′′µ′µ̂ ≤ 1.

Proof. Combine Corollary 2 with arguments in the proof of Lemma 1 and
Corollary 4.

Lemma 15. (d.d. containers, switching) Consider the system (4),(6)-(11)
and let ζ be as defined in (14). Let c∗ be a given point in C. Assume the exis-
tence of a quintuple (K, z∗, µ, µ̂, µ′) ∈ (0, ∞)×Y ×(0, 1)×(0, ζ]×(0, ∞) with
the property that, for all f ∈ clB(f∗, µ̂), all c ∈ C∩clB(c∗, µ̂), all v ∈ Y with
|v − z∗| = µ′, there exists a triple (f̃ , c′′, δ̃), f̃ ∈ coF , c′′ ∈ C ∩ clB(c, K|v|),
δ̃ > 0, such that f̃ ∈ coB(f, δ̃K|v|), and

sup{|δ̃v − z + δ̃(c′′ − c)| : z ∈ DG(xf (T ))(Q(T, f̃ , f))} ≤
(1 − µ)δ̃µ′|v|/(|z∗| + µ′). (71)

Then for all z ∈ clB(G(x∗(T ))−c∗, µµ′µ̂/8K(|z∗|+µ′)), there exists a triple
(f, α, c), f ∈ clB(f∗, µ̂γ/2) ⊂ F, α ∈ [0, µ̂γ/2K(|z∗|+µ′)] , c ∈ clB(c∗, µ̂γ/2),
such that z +αz∗ = G(xf (T ))− c, where γ := 8K(|z∗|+µ′)|G(x∗(T ))− c∗ −
z|/µµ′µ̂ ≤ 1.

Proof: From (71), using the arguments for the implications (42)⇒(43)⇒
(27), it follows that, for all r ∈ (0, (0, ς/8TM exp{TMf}], for all δ > 0 small
enough,

|G(xfδ
(T )) − G(xf (T )) − δδ̃v − δδ̃(c′′ − G(x∗(T )))| ≤

δδ̃|v|µ′(1 − µ/2)/(|z∗| + µ′),

where f δ := δf̃ + (1 − δ)f, f̃ =
∑

λifi, fi ∈ F. Next, considering only
δ belonging to (0, ζ/2δ̃K|v|], a switching combination f̂ of f and the fi’s
(with weights (1 −

∑
δλi and δλi), can be constructed such that σ(f̂ , f) ≤

δδ̃K|v| ≤ ζ/2,(⇒ σ(f̂ , f∗) ≤ 3ζ/2), and
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|G(xfδ
(T )) − G(xf̂ (T ))| ≤ δδ̃|v|µ′µ/4(|z∗| + µ′),

compare the arguments for the implication (27) ⇒ (25) in the proof of
Lemma 7 above. Using the two inequalities involving µ′ above, then (70)
follows for δ̂ = δδ̃ and µ′′ = µ/4.

G. Time-pointwise necessary conditions, nonretarded case
A time-pointwise version of Theorem 1 can easily be given in the nonre-

tarded case.
Then the following definition is needed: For any integrable function z(t) :

J → Y, (Y a Banach space), a left regular point τ ∈ (0, T ] of z(.) is a point
for which limδ↘0δ

−1
∫
[τ−δ,τ ] |z(τ) − z(s)|ds = 0.

In this section G, the f ’s are functions from J × J × X → X. Moreover,
it is assumed that

for each s, at each x ∈ B(x∗(s), ς) ⊂ X, the map x̌ → f(., s, x̌),
B(x∗(s), ς) → C(J, X) has a closed d.d. container D3f(., s, x)(q)
for each q ∈ X, and q → D3f(., s, x(s))(q) is Lipschitz continuous
with rank ≤ Mf on X. For each x(.) ∈ B(x∗(.), ς) ⊂ C(J, X), each
q(.) ∈ C(J, X), s → D3f(., s, x(s))(q(s)) is measurable and
essentially separably valued, (i.e. for some separable set Xf,x(.),q(.)

⊂ C(J, X), D3f(., s, x(s))(q(s)) ⊂ Xf,x(.),q(.) for a.e. s). (72)

The following condition will also be needed: For all f ∈ F, for all x(.) ∈
B(x∗(.), ς),

for each s, D3f(., s, x(s))(q) is uniform in q in the set Q̃(s, f̃ , f, x(.)) :=
{q(s)(s) : q(.) ∈ Q̂(f̃ , f, f, x(.))} for all f̃ ∈ coF, (for Q̂, see (10)). (72’)

The conditions (72), (72’) are specializations of (10) to the present case. For
any given f ∈ F, let Qf be the set of finite collections A := {(υi, si, fi)}i=1,...,i∗ ,
(υi, si, fi) ∈ (0, ∞)×(0, T )×F,

∑
υi ≤ 1, where each si is a left regular point

of s → fi(., s, x
f (s)) − f(., s, xf (s)) : J → C(J, X), and let Q∗(f, A) be the

set of piecewise continuous functions q(.) : J → C(J, X) jumping only at
the time points si, with the left and right limits of q(.) at si satisfying

q(si+) − q(si−) = hf (si+) − hf (si−), (73)
where

hf (s) :=
∑

si≤s υi(fi(., si, x
f (si)) − f(., si, x

f (si))), (74)
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and where, for each i = 0, ..., i∗, q(.) is antidifferentiable on (si, si+1) and

satisfies

dq(s)/ds ∈ D3f(., s, xf (s))(q(s)(s))ds a.e. (75)

and q(0+) = 0, (s0 = 0, si∗+1 = T ).

Define Q∗(T, f, A) := {q(T )(T ) : q(.) ∈ Q∗(f, A)}. The collections A and
functions q(.) are used in the necessary conditions below. The equation (75)
does not immediately generalize to the retarded case, at least if we want
to stick to C(J, X) as a (sort of) state space, (the ”perturbations” q(.) are
outside C(J, X)).

The following version of Theorem 1 holds:

Theorem 4. Consider problem (4)-(9),(11),(72),(72’). Assume that (x∗(.), f∗)
is an optimal admissible pair in the problem. Assume that there exists a
triple (µ′′, µ̂, µ̌′), µ′′ ∈ (0, 1), µ̂ ∈ (0, ζ], µ̌′ ∈ (0, ∞), with the property that
for any f ∈ clB(f∗, µ̂), for any v ∈ Y with |v| = µ̌′, there exists a pair
(A, c′′) ∈ Qf × (C ∩ clB(G(x∗(T )), 1) such that

sup{|v − z + c′′ − G(x∗(T ))| : z ∈ DG(xf (T ))(Q∗(T, f, A))} ≤
(1 − µ′′)µ̌′. (76)

Then the following necessary condition holds: For any A = {υi, si, fi} ∈ Qf∗ ,
and for any c ∈ C, the inequality 0 ≥ inf Ωc,A holds, where Ωc,A :=

{w−Λ∗|v| : (w, v) belongs to a triple (w, v, z) satisfying z ∈ Q∗(T, f∗, A),
w ∈ Dφ(x∗(T ))(z), v ∈ DG(x∗(T )(z) − c + G(x∗(T ))}, (77)

and where Λ∗ := 128MφM exp(Mf∗

T )µ′′−1 max{1/µ̌′, 1 + 1/µ̃}, µ̃ :=
min{µ̂, µ′′µ̌′/16}.

To prove Theorem 4 it is necessary to show that (75) implies (15). Two
lemmas are needed:
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Lemma 16. Assume in Lemma 10, that the initial value of q(0) is speci-
fied to be different from q0(0). Then there exists an antidifferentiable func-
tion q(.) with the specified initial value q(0) such that dq(t)/dt ∈ A(t, q(.))
a.e., and such that |q0(t) − q(t)| ≤ ξ∗(t), where ξ∗(t) := 2(|q(0) − q0(0)| +∫ t

0 λ0(ρ)dρ) exp(
∫ t

0 2κ(ρ)dρ)), provided ξ∗(t) < ε for all t.

Proof. For t ∈ [−1, 0], define A(t, q(.)) = {0}, κ(t) = 0, λ0(t) = |q(0) −
q0(0)|, q0(t) = q(0) + (q0(0) − q(0))(t + 1), and apply Lemma 10 for [0, T ]
replaced by [−1, T ].

Lemma 17. Let f ∈ clB(f∗, µ̂) and A = {υi, si, fi}i=1,...,i∗ ∈ Qf be given.
For all ε > 0, there exist a δA > 0 and a fA ∈ coF, such that for all
q̌(.) ∈ Q(fA, f), there exists a q(.) ∈ Q∗(f, A) such that |δAq(T ) − q̌(T )| <
δAε.

Proof: Let ε > 0. Let sk, k = 1, ..., k∗ be the set of distinct time points in
{si}. Define ῡk =

∑
i∈{j:sj=sk} υi, f̃k =

∑
i∈{j:sj=sk}(υi/ῡk)fi ∈ coF, fA

δ :=

f(1 −
∑

k 1[sk−δῡk,sk]) +
∑

k f̃k1[sk−δῡk,sk], hδ(ρ) =

δ−1[fA
δ (., ρ, xf (ρ))−f(., ρ, xf (ρ))]. For δA > 0, δA small enough, fA

δ belongs
to coF for δ ∈ (0, δA], (the intervals become disjoint). By left regularity, for
δ := δA ∈ (0, δA] small enough,

|hf (sk+) − hf (sk−) −
∫ sk

sk−1 hδ(s)ds| ≤ ε. (78)

Let q̌(.) ∈ Q(fA
δ , f) and observe that (*) in (10) implies that |q̌(s)| ≤∫ s

s1−δῡ1(|δhδ(ρ)| + Mf |q̌(.)|ρ)dρ, s ∈ (s1 − δῡ1, s1), (hδ(s) = 0 and |q̌(s) = 0

on (0, s1 − δῡ1]). Now, |δhδ(s)|ds ≤ 2M, and
∫ s1

s1−δῡ1 |δhδ(s)|ds ≤ δῡ12M .

By Gronwall’s inequality, |q̌(s)| ≤ (
∫ s

s1−δῡ1 |δhδ(ρ)|dρ) exp(Mfs1) ≤

2Mδῡ1 exp(Mfs1). Hence, |q̌(s)/δ−
∫ s

s1−δῡ1 hδ(ρ)dρ| ≤ 2Mῡ1 exp(Mfs1) +

2Mῡ1 =: γ. Define qk−1(s) := q̌(s)/δ −
∫ s

sk−1 hδ(ρ)dρ, s ∈ (sk−1, sk),
(s0 = 0, sk∗+1 = T ), and note that, for s ≤ s1, |q0(s)| ≤ ε, if δ ≤ ε/γ. As-
sume that the δ introduced in connection with (78) was chosen so small that
δ ∈ (0, ε/γ]. By (10) and (12) (and linear homogeneity), (d/ds)qk−1(s) ∈
D3f(., s, xf (s))(qk−1(s)) on (sk−1, sk), Define q(.) = 0 on (0, s1). By induc-
tion on k, assume that q(.) ∈ Q∗(f, A) is defined such that |q(s)−qk′−1(s)| ≤
εk′ exp(Mfs) on (sk′−1, sk′

), k′ ≤ k. (This inequality holds on (0, s1).) Define
q(sk+) = q(sk−) + hf (sk+) − hf (sk−). Then, by (78), |q(sk+) − qk(s

k)| =
|q(sk+) − q̌(sk)/δ| ≤ |q(sk−) + hf (sk+) − hf (sk−) − q̌(sk)/δ]| ≤ |q(sk−)+
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∫ sk

sk−1 hδ(ρ)dρ−q̌(sk)/δ]|+ε = |q(sk−)−qk−1(s
k−)|+ε ≤ ε+εk exp(Mfsk) ≤

ε(k + 1) exp(Mfsk).
By Lemma 16, (letting qk(.) play the role of q0(.)), there exists a q(.) ∈

Q∗(f, A) defined on (sk, sk+1) with initial value q(sk+) as specified above,
such that |q(s) − qk(s)| ≤ ε(k + 1) exp(Mfsk) exp{Mf (s − sk)} = ε(k +
1) exp{Mfs}, and the induction is complete. In particular,

|q(sk∗+1) − q̌(sk∗+1)/δ| = |q(sk∗+1) − q̌(sk∗+1)/δ +
∫ sk∗

+1

sk∗ hδ(ρ)dρ| ≤
ε(k∗ + 1) exp(Mfsk∗+1), (hδ(s) vanishes for s > sk∗

). �

Lemma 17 implies that for all ε > 0, there exists a δ := δA > 0, such that
δ−1Q(T, fA, f) ⊂ Q∗(T, f, A)+B(0, ε/M ′), where M ′ := max{MG, Mφ}. By
Lipschitz continuity, this implies that both for Df (.) = DG(xf (T ))(.) and
Df (.) = Dφ(xf (T ))(.),

Df (δ−1Q(T, fA, f)) ⊂ Df (Q∗(T, f, A)) + B(0, ε), (79)

Thus, DG(xf (T ))(Q(T, fA, f)) ⊂ DG(xf (T ))(δQ∗(T, f, A)) + B(0, δε). For

ε = µ′′µ̌′/2, from this inclusion and (76), (15) follows, for µ = µ′′/2, µ′ =
µ̌′, δ̃ = δ := δA. Observe that if Γ is the map (w, v) → w − Λ|v|, then,
by (79) and Lipschitz continuity of Γ of rank ≤ 1 + Λ, it follows that (for
f = f∗), Γ∗ ⊂ Γ∗∗ + B(0, (1 + Λ)ε), where

Γ∗ := ∪w∈δ−1Q(T,fA,f∗))Γ(Dφ(x∗(T ))(w), DG(x∗(T ))(w)) and
Γ∗∗ := ∪w∈Q∗(T,f∗,A)Γ(Dφ(x∗(T ))(w), DG(x∗(T ))(w))

The conclusion in Theorem 4 follows from this inclusion and the arbitrari-
ness of ε: inf{Γ∗∗ + B(0, (1 + Λ)ε)} = inf Γ∗∗ − (1 + Λ)ε ≤ inf Γ∗ ≤ 0. �

Instead of the ”uniformities” in (72’) and (11), alternatively, the following
assumptions also yield the conclusion of Theorem 4.

Given any finite collection Â := {υi, si, wi}i=1,...,i∗ , si ∈ (0, T ),
wi ∈ X, υi > 0,

∑
i υi ≤ 1, let Q̃(f, Â) be the set of piecewise

continuous functions y(.) : J → C(J, X) jumping only at the si’s,
y(0) = 0, y(si+) − y(si−) =

∑
sj≤si

υjwj −
∑

sj<si
υjwj ,

y(.) antidifferentiable between the jump points, with
dy(s)/ds ∈ D3f(., s, x(s))(y(s)(s))ds a.e.
For each collection Â, each x̌ ∈ B(0, ς), and each s, it is
assumed that D3f(., s, x∗(s) + x̌)(y) is uniform in y in the set

55



{y(s)(s) : y(.) ∈ Q̃(f, Â)}. (80)

For each f and collection Â, at each x′ ∈ B(x∗(T ), ς),
x → G(x) and → φ(x) are assumed to have d.d. containers
in all directions v, being uniform in
v ∈ {y(T )(T ) : y(.) ∈ Q̃(f, Â)} (81)

Placing slightly stronger conditions on the perturbations points si, (still,
in a sense, for any given f , they will exist a.e., see Seierstad (1997)),
a variant of Theorem 4 is obtainable. Redefine Qf to consist of collec-
tions {(υi, si, fi)}i=1,...,i∗ , (υi, si, fi) ∈ (0, ∞) × (0, T ) × F,

∑
υi ≤ 1, such

that each si is a left regular point of the indicator function of the set
Ni := {s : fi(., s, x

f (s)) 6= f(., s, xf (s))} and such that si is a point of
continuity of the function s → fi(., s, x

f (.)) − f(., s, xf (.)) restricted to
Ni. Also redefine Λ∗ to equal 32MφM exp(Mf∗

T )µ′′−1 max{1/µ̌′, 1 + 1/µ̃},
µ̃ := min{µ̂, µ′′µ̌′/4}.

Theorem 5. For Qf and Λ∗ as just redefined, Theorem 4 holds for
(72’),(11) replaced by (80),(81).

Proof: The proof of this theorem can - and will - be reduced to the case
of ordinary differential equations, (see above).

A lemma is needed:

Lemma 18. Let g(t, x) : J × X → X be measurable in t for each x ∈ X.
Let (si, xi) ∈ (0, T ) × X, i = 1, ..., k, be given, s1 < s2 < ... < sk, and let t
→ x(t; s1, ..., sk, x1, ..., xk) =: x(t; ...) be piecewise continuous with jumps at
the si’s satisfying

x(si+; ...) − x(si−; ...) = xi (83)

and such that t → x(t; ...) is antidifferentiable on each (si, si+1), satisfy-
ing

dx(s)/ds = g(s, x(s; ...)) a.e., x(0) = x0, (83’)

(so s → g(s, x(s; ...)) is integrable, by assumption). Assume also that
for some λ > 0, for all t, x → g(t, x(t; ...) + x) is Lipschitz continuous of
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rank ≤ κg(t) in B(0, λ) ⊂ X, κg(.) integrable. Moreover, assume that
x → g(t, x(t; ...) + x) has a closed d.d. container D2g(t, x(t; ...))(q) at 0 for
all t, all q ∈ X, which is Lipschitz continuous in q of rank ≤ κg(t), and that
for each function q(.) ∈ C(J, X), t → D2g(t, x(t; ...))(q(t)) is measurable and
essentially separably valued. Let Q(s1, ..., sk, v1..., vk) be the set of piecewise
continuous functions q(.), such that q(.) is antidifferentiable on each
(si, si+1),with

dq(s)/ds ∈ D2g(s, x(s; ...))(q(s)) a.e.,
q(si+) − q(si−) = vi ∈ X, q(0) = 0. (83”)

Assume that for a.e. t, D2g(t, x(t; ...))(q) is uniform in q ∈ {q(t) : q(.) ∈
Q(s1, ..., sk, v1..., vk)}. Then, a piecewise continuous solution t →
x(t; s1, ..., sk, z1, ..., zk) (antidifferentiable between the jump points si) through
(0, x0) of (83),(83’) also exists for jump values zi near xi, i = 1, ..., k, (i.e.
for xi in (83) replaced by such zi’s), and for t > sk, (z1, ..., zk) → x(t;
s1, ..., sk, z1..., zk) has a d.d. container with respect to the vector (z1..., zk) ∈
Xk in direction (v1, ..., vk), denoted D(z1,...,zk)x(t; s1, ..., sk, x1, ..., xk)(v1, ..., vk)

that equals {q(t) : q(.) ∈ Q(s1, ..., sk, v1..., vk)}

Proof: The proof follows by applying Lemma 11 to the following system,
with state space Xk+1 :

dxi/dt = g(t,
∑

j≤i xj(t))1[si,si+1), xi(0) = zi, i = 0, ..., k, (84)

(s0 = 0, sk+1 = T, z0 = x0). Then, for
∑k

j=0 xj(t)1[sj ,T ](t) =:

x(t; s1, ..., sk, z1, ..., zk) =: x(t), on (si, si+1), dx/dt = dxi/dt = g(t, x(t)),
and x(si+) − x(si−) =

∑
j≤i xj(s

j) −
∑

j≤i−1 xj(s
j) = xi(s

i) = zi. �

We now turn back to the proof of Theorem 5, by first proving that,

for any f ∈ clB(f∗, µ̂), for any A = {(υi, si, fi)} ∈ Qf , for all
ε > 0, there exists a δ̃ ∈ (0, ζ/2], such that for any δ ∈ (0, δ̃], there
exists a fA,δ ∈ F, fA,δ ∈ clB(f, δ), such that
δ−1(G(xfA,δ(T )) − G(xf (T )), φ(xfA,δ(T )) − φ(xf (T ))) ∈ Ψ∗ + B(0, ε),
where Ψ∗ := ∪y∈Q∗(T,f,A)DG(xf (T ))(y) × Dφ(xf (T ))(y) (85)

(For Q∗, see (73)-(75)). To prove (85), let (f, v, A, c′′) be a quadruple for
which (76) holds, A = {(υi, si, fi)}i=1,...,i∗ . Define wk := ῡk(f̃k(s

k, xf (sk))−
f(sk, xf (sk))), (for ῡk, sk and f̃k, see the proof of Lemma 17). Note first that,
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by Seierstad (1997), Section 5, for any ε > 0, for some δ∗ > 0, there exists a
function fA,δ ∈ clB(f, δ)∩F, such that |x(T ; s1, ..., sk, δῡ1w1, ..., δῡk∗

wk∗

)−
xfA,δ(T )|/δ ≤ ε/2M ′, M ′ = max{MG, Mφ}, when δ ∈ (0, δ∗]. From the pre-
ceding Lemma, by shrinking δ∗ if necessary, for all δ ∈ (0, δ∗],
[G(x(T ; s1, ..., sk, δῡ1w1, ..., δῡk∗

wk∗

)) − G(xf (T ))]/δ ∈
DG(xf (T ))(Q∗(T, f, A)) + B(0, ε/2), and
[φ(x(T ; s1, ..., sk, δῡ1w1, ..., δῡk∗

wk∗

)) − φ(xf (T ))]/δ) ∈
Dφ(xf (T ))(Q∗(T, f, A)) + B(0, ε/2). Using the last inequality, (85) follows.

Below, we shall apply Lemma 5 (Lemma 2), for µ = µ′′/2, K ′ = 1/µ′, µ′ =
µ̌′. Evidently, (25) follows from (76), by letting ε = µ′′µ̌′/2 and using (85).

Let us next prove that, for any given A = {υi, si, fi}i=1,...,i∗ in Qf∗ ,

for all ε′ > 0, there exists a δ′′ > 0, such that f := fA,δ satisfies
[ῑf,δc+(1−δ)c∗ − ῑf∗,c∗ ]/δ ≤ ε′, for all δ ∈ (0, δ′′], c ∈ C. (86)

where c∗ := G(x∗(T )) and ῑf,c := φ(xf (T ))− Λ∗|G(xf (T )) − c|, (Λ∗ as
defined in connection with Theorem 5.)

To prove (86), let A = {υi, si, fi}i=1,...,i∗ ∈ Qf∗ be given and define
M̃ := max{Mf∗

, max{Mfi}}. We can let βfA,δ = M̃σ(fA,δ, f
∗) + (T −

σ(fA,δ, f
∗))Mf∗

. Let ε′ > 0 and let Θ := MG2M exp(TMf∗

)+|c−G(x∗(T ))|
and Φ := 32µ′′−1MφM max{1/µ̌′, 1 + 1/µ̃}. Note that 0 ≤ βfA,δ − TMf∗

=
(M̃−Mf∗

)σ(fA,δ, f
∗) ≤ M̃δ. When δ ∈ (0, δ′], δ′ := ln{1+ε′/M̃ΦΘ exp(TMf∗

)},
then exp(βfA,δ)−exp(TMf∗

) = exp(TMf∗

)[exp(βfA,δ −TMf∗

)−1] ≤ ε′/ΦΘ.
Now, for f = fA,δ, Lemma 5 (Lemma 2) provides the inequality 0 ≥
[ι∗(f, δc+(1− δ)c∗)− ι∗(f∗, c∗)]/δ, (δ ∈ (0, µ̌/2]. Furthermore, note that for
δ ∈ (0, ζ], (24)(i) gives, for f ∈ clB(f∗, δ), that |G(xf (T )) − G(x∗(T ))|/δ ≤
MG2M exp(TMf∗

) and hence |G(xf (T ))−G(x∗(T ))− δc+ δG(x∗(T ))|/δ ≤
Θ. Thus, replacing the term βf = βfA,δ in ι∗(f, δc + (1 − δ)c∗) by TMf∗

introduces an error smaller than ΦΘ(exp(βfA,δ)− exp(TMf∗

)), hence yields
the weak inequality in (86), (let δ′′ = min{δ′, µ̌/2}).

The following argument shows that the conclusion of Theorem 5 follows
from (85) and (86). Let A and c be given. By (86), for any ε > 0, for δ
> 0, small enough, the inequality [ῑf,δc+(1−δ)c∗ − ῑf∗,c∗ ]/δ ≤ ε/3 holds. By
(85), for δ small enough, for some z ∈ Q∗(T, f, A), v′ ∈ DG(x∗(T ))(z) and
w ∈ Dφ(x∗(T ))(z), the inequalities Λ∗|v′−[G(xfA,δ(T ))−G(x∗(T ))]/δ| ≤ ε/3
and |w − [φ(xfA,δ(T )) − φ(x∗(T ))]/δ)| ≤ ε/3 hold. The three inequalities in-
volving ε/3 yield w − Λ∗|v′ − c + G(x∗(T ))| ≤ ε.
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H. Necessary conditions under simplifying assumptions
Under the Lipschitz continuity assumptions of (7) and (8), the following

condition implies (10) and (11):

x → (φ(x), G(x)) and x(.) → f(t, s, x(.)) have directional derivatives
in all directions, for all x ∈ B(x∗(T ), ς), respectively, all
x(.) ∈ B(x∗(.), ς). (87)

When (87) holds, let qf̃ ,f (.) be the continuous solution of

q(t) =
∫ t

0 f̃(t, s, xf (→ s)) − f(t, s, xf (→ s))ds+
∫ t

0 Ddf(t, s, xf (→ s))(q(→ s))ds,

(we write Dd for directional derivatives).

Consider next the condition that for some pair (λ, ε), λ > 0, ε > 0,

clB(0, ε) ⊂ cl{DdG(xf (T ))(qf̃ ,f (T )) − (c − G(x∗(T ))) : f̃ ∈ coF,
c ∈ C ∩ clB(G(x∗(T )), 1)} for all f ∈ clB(f∗, λ). (88)

Evidently, (88) implies (15), and the inequality 0 ≥ inf Ωc,f̃ in Theorem
1 then yields the conclusion in the following Corollary.

Corollary 11. Let (x∗(.), f∗) be an optimal pair in problem (4)-(9),(87),
(88). Then, for any f̃ ∈ coF, and for any c ∈ C, for Λ as in (17),

Ddφ(x∗(T ))(qf̃ ,f∗(T )) − Λ|DdG(x∗(T ))(qf̃ ,f∗(T )) − c + G(x∗(T ))|
≤ 0. (89)

The following corollary evidently follows from Corollary 1 in Section 4.

Corollary 12. Assume that all f in F are independent of t and that
f(s, x(→ s)) = f(s, x(s)), i.e. there is no history dependence. (Then (4)
is equivalent to an ordinary differential equation in X, in which case solu-
tions x(t) by definition are required to be antidifferentiable.) Assume also
that (4)-(9) hold and that all f ∈ F, for all s, have bounded linear Gâteaux
derivatives with respect to x at each point in B(x∗(t), ς). Assume, further-
more, that φ and G have bounded linear Gâteaux derivatives in B(x∗(T ), ς),
and that (18) and (19) are satisfied. Assume also that x → fx(t, x∗(t)+x)[q]
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is continuous in B(0, ς) ⊂ X, for any t, f ∈ F, q ∈ X, and similarly, that
x → Gx(x∗(T ) + x)[q′] is continuous in B(0, ς) ⊂ X for any q′ ∈ X. Then
the following maximum principle holds: For some non-negative number λ0,
some bounded linear functional λ∗ ∈ Y ∗, (λ∗, λ0) 6= 0, for any f ∈ F, for t
not in a null set Nf ,

〈f(t, x∗(t)), p(t)〉 ≤ 〈f∗(t, x∗(t)), p(t)〉. (91)

Here p(t) is a continuous, weak∗ solution in X∗, satisfying

dp(t)/dt = −[f∗
x(t, x∗(t))]∗p(t) a.e., (92)

and

p(T ) = [φx(x∗(T ))]∗λ0 + [Gx(x∗(T ))]∗λ∗, 〈C − G(x∗(T )), λ∗〉 ≤ 0, (93)

where [ ]∗ means adjoint. (That p(.) is a weak∗ solution means that 〈x̂, p(t)〉
is absolutely continuous for each x̂ ∈ X, and d〈x̂, p(t)〉/dt =
〈−fx(t, x∗(t))x̂, p(t)〉 a.e. for all x̂ ∈ X).

I. Comments on the measurability condition in (9)
To see that (9) allows applications to weakly nonlinear evolution equa-

tions, note the following result:
Let Q(t), t ≥ 0 be a strongly continuous semigroup in X, and let h(s)

be a measurable function from J into X. Define Q(t) = I, for t < 0. Let
h∗(s) := t → Q(t − s)h(s) : J → X, so h∗(.) : J → C(J, X). Then h∗(.) is
measurable.

To show this, for any ε > 0, first choose a real-valued step function
α(s) such that meas(Jε) < ε, where Jε := {s : |h(s) − h(α(s))| > ε/2M},
M := supt∈J |Q(t)|. Next, choose δ > 0 such that |(Q(σ) − I)x| ≤ ε/2M
for all σ ∈ [0, δ], all x in the finite set h(α(J)). Define the piecewise con-
stant function β(s) by β(s) = nδ on (nδ, (n + 1)δ], n = 0, 1, 2, ... .Then
δ ≥ s − β(s) ≥ 0. Define σ := max{0, t − β(s)} − max{0, t − s}, t, s ∈ J.
Then σ belongs to [0, δ], (check the cases t − β(s) > 0, t − s ≤ 0 and
t−β(s) > 0, t−s > 0). Then, for all t, s ∈ J , for all x in the finite set h(α(J)),
|[Q(t − β(s)) − Q(t − s)]x| = |[Q(max{0, t − β(s)}) − Q(max{0, t − s})]x| =
|(Q(σ) − I)Q(max{0, t − s})x| < ε/2. From this it follows that for all
t ∈ J, s ∈ J\Jε,we have |Q(t−s)h(s)−Q(t−β(s))h(α(s))| ≤ |Q(t−s)h(s)−
Q(t − s)h(α(s))| + |Q(t − s)h(α(s)) − Q(t − β(s))h(α(s))| ≤ ε/2 + ε/2, and
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the claimed measurability follows.

Assume that a(s, x) is measurable in s ∈ J , and locally Lipschitz contin-
uous in x ∈ X. Assume also that the directional derivative Dd

xa(s, x)(v)
exists for all s, x, v. Then the function b(s, x) : J × X → C(J, X) given by
b(s, x)(t):=: t → Q(t − s)a(s, x) has the directional derivative
Q(. − s)Dd

xa(s, x)(v), and for any continuous x(.), Dd
xa(s, x(s))(v) and

Q(. − s)Dd
xa(s, x(s))(v) are measurable in s.

Note that the measurability condition in (9) follows from the following
assumption.

For any x(.) in C(J, X) and any f ∈ F,
f(t, s, x(.)) is continuous in t, uniformly in s, i.e. for all t ∈ J,
for all ε > 0, there exists a δ > 0, such that if t′ ∈ J and |t′ − t| <
δ, then |f(t′, s, x(.)) − f(t, s, x(.))| < ε for all s ∈ J. (94)

Let us prove that for any y(.) ∈ C(J, X),f(., s, y(.)) : J → C(J, X) is mea-
surable: For any natural number n, by the equicontinuity in (9), (which ac-
tually is uniform in t in the compact set J), there exists a piecewise constant
function βn(t) : J → J, such that supt |f(βn(t), s, y(.))− f(t, s, y(.))| ≤ 1/3n
for all s. Moreover, a step function αn(s) : J → J , exists such that
meas(J\An) ≤ 1/n, where
An := {s ∈ J : supt |f(βn(t), αn(s), y(.)) − f(βn(t), s, y(.))| ≤ 1/3n}.
Note that supt |f(βn(t), αn(s), y(.)) − f(t, αn(s), y(.))| ≤ 1/3n for all s. Us-
ing f(t, αn(s), y(.)) − f(t, s, y(.)) = f(t, αn(s), y(.)) − f(βn(t), αn(s), y(.))+
f(βn(t), αn(s), y(.)) − f(βn(t), s, y(.)) + f(βn(t), s, y(.)) − f(t, s, y(.)), it fol-
lows that, for all s ∈ An, supt |f(t, αn(s), y(.)) − f(t, s, y(.))| ≤ 1/n. So the
sequence of step functions of s, f(., αn(s), y(.)) converges to f(., s, y(.)) in
measure in J , in sup-norm in C(J, X), which yields measurability.

J. Examples of d.d. containers
(i) Let g : R

n → R be Lipschitz continuous with Lipschitz rank K, and
let f : C(J, Rn) → C(J, R) be defined by f(x(.)) := s → g(x(s)), x(.) ∈
C(J, Rn). Let h(λ, s) := [f(x(s)+λz(s))−f(x(s))]/λ. Define, for any δ > 0,
βδ(s) := limsupλ↘0βδ,λ(s), where βδ,λ(s) := sup{h(λ, s′) : |s′ − s| ≤ δ},
and αδ(s) :=liminfλ↘0αδ,λ(s), where αδ,λ(s) := inf{h(λ, s′) : |s′ − s| ≤ δ}.
Let J ′ be a finite set such that J ⊂ J ′ + B(0, δ), and choose a function
φ(s′) : J → J ′, such that |s′ − φ(s′)| < δ for all s′. Then, for any ε > 0,
for some δ′ > 0, βδ,λ(s) ≤ βδ(s) + ε, for λ ∈ (0, δ′], all s ∈ J ′. Moreover,
for all s′ ∈ J, for all λ ∈ (0, δ′], h(λ, s′) ≤ βδ,λ(φ(s′)) ≤ βδ(φ(s′)) + ε.
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Similarly, for all ε > 0, for some δ′′ > 0, for all s′ ∈ J, for all λ ∈ (0, δ′′],
h(λ, s′) ≥ αδ,λ(φ(s′)) ≥ αδ(φ(s′)) − ε. Let αδ(s) and βδ(s) be any pair of
continuous functions such that αδ(s) ≤ αδ(φ(s)) and βδ(φ(s)) ≤ βδ(s) for
all s, and let Df(x(.))(z(.)) be the set of continuous functions c(.) such
that αδ(s) ≤ c(s) ≤ βδ(s). By the above results, Df(x(.))(z(.)) is a d.d.
container.

(ii) If we change the example in (i) by working in Lp-space, p ∈ [1, ∞),
(i.e. x(.), z(.) and all c(.) belong to Lp(J, Rn), f : Lp(J, Rn) → Lp(J, R)),
the inequalities in the definition of Df(x(.))(z(.)) can be sharper: Now,
we can take Df(x(.))(z(.)) := {c(.) ∈ Lp(J, R) : α̂(s) ≤ c(s) ≤ β̂(s)},

where α̂(s) :=liminfλ↘0h(λ, s) and β̂(s) :=limsupλ↘0h(λ, s). (Note that

λ → h(λ, s) is continuous, so α̂(s) and β̂(s) are measurable.) The set
Df(x(.))(z(.)) is a d.d. container for the following reason: Note that |h(λ, s)|
≤ |z(s)|K| and |β̂(s)| ≤ |z(s)|K . For all s, max{0, h(λ, s)− β̂(s)} ↘ 0 when
λ ↘ 0. Then, by dominated convergence,

∫
J
[max{0, h(λ, s) − β̂(s)}]pds ↘

0,when λ ↘ 0. Hence, for any ε′ > 0, for some δ′ > 0, h(λ, s) ≤ β̂(s)+ v̂λ(s),
when λ ∈ (0, δ′], |v̂λ(.)|p < ε′, where v̂λ(s) := max{0, h(λ, s) − β̂(s)}. Sim-
ilarly, for some δ′′ > 0, h(λ, s) ≥ α̂(s) + v̌λ(s), when λ ∈ (0, δ′′], for some
nonpositive Lp−function v̌λ(.), with |v̌λ(.)|p < ε′.

(iii) Let C ′ be a compact subset of R
n and let L(x, y) : R

m × C ′ → R

be continuous in y and Lipschitz continuous in x with rank ≤ K, uniformly
in y. Given any elements x̂ and z in R

m, if the family of functions of
y, {b̂(λ, y)}λ∈(0,1], b̂(λ, y) := [L(x̂ + λz, y) − L(x̂, y)]/λ is equicontinuous in
y, then E(x) := L(x, .) : R

m → C(C ′, R) has a d.d. container in C(J, X),
at x̂, given by D∗

1L(x̂, .)(z), where D∗
1L(x, y) is the contingent derivative

of x → L(x, y). Actually, D∗
1L(x̂, .)(z) is a set valued directional derivative

(by the sup-norm compactness, it is actually a directional multiderivative).
For example, if L(x, y) = a(x)c(y), where a(x) is Lipschitz continuous and
c(y) is continuous, this equicontinuity holds. If a continuous function F (x, y)
: R

2 → R has a partial derivative F1(x, y) which is continuous in (x, y), then,
provided the above equicontinuity holds, x → F (L(x, .), .) has the directional
multiderivative F1(L(x̂, .), .)D∗

1L(x̂, .)(z). (Note that λ−1[F (L(x̂+λz, y), y)−
F (L(x̂, y), y)]
= λ−1[L(x̂ + λz, y) − L(x̂, y)]

∫ 1
0 F1(L(x̂, y) + r[L(x̂ + λz, y) − L(x̂, y)], y)dr.

The integrand is bounded, and for each r, is continuous in y, uniformly in
λ.)

Next, let continuous functions x̂(.) and z(.) in C(C ′, Rm) be given. If
the family of functions of y, {b(λ, y)}λ∈(0,1], b(λ, y) := [L(x̂(y) + λz(y), y) −
L(x̂(y), y)]/λ, is equicontinuous in y, then E(x(.)) := L(x(.), .) : C(C ′, Rm) →
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C(C ′, R), has a d.d. container in C(J, X), at x̂(.), given by D∗
1L(x̂(.), .)(z(.)).

Actually, D∗
1L(x̂(.), .)(z(.)) is a directional multiderivative. The example

x(.) → |x(.)| : C([0, 1], R) → C([0, 1], R) shows that such an equiconti-
nuity can be difficult to obtain: If x̂(.) is any continuous function with
both positive and negative values, no directional derivative exists at x̂(.) in
C([0, 1], X), and more generally, equicontinuity does not hold.

K. Modification of (15)
If δ̃ in (15) is required to belong to (ε, ∞) rather than to (0, ∞), for

some given ε > 0 then in case of (18), in (15) we can replace Q(T, f̃ , f) by
{q(T )(T ) : q(.) ∈ Q(f̃ , f∗, f∗, xf (.))}. A proof is obtained from the proof of
Remark 2 in Section 11, by choosing µ̂ also such that 4Mµ̂ exp(2TMf∗

) ≤
εµ̌µ′/4 ≤ δ̃µ̌µ′/4, and noting that dq(t)/dt ∈ Df∗(s, xf (.))(q(.))+
clB(0, 1Cf

(δ̃KMf∗

+ 2M) + f̃(t, xf (.)) − f∗(t, xf (.)), Then, (15) follows for
µ = µ̌/4.

L. Nonconvexity of C.
The following variant of Lemma 2 holds even in the case where C is

nonconvex:

Lemma 19. (Exact penalization. No d.d. containers. No switching.)
Let (x∗(.), f∗) be optimal in problem (4)-(7), and let ζ be as defined in
(14). Assume that G(x) is continuous - and φ(x) Lipschitz continuous - in
B(x∗(T ), ς), the Lipschitz rank of φ being Mφ. Assume, moreover, that there
exists a quadruple (K, µ, µ̂, µ′) ∈ (0, ∞) × (0, 1) × (0, ζ] × (0, ∞) with the
property that for all (f, c) ∈ clB(f∗, µ̂) × (C ∩ clB(G(x∗(T )), µ̂)), all v ∈ Y
with |v| = µ′, all r ∈ (0, 1], there exists a triple (f̂ , c′, δ̂), f̂ ∈ clB(f∗, ζ) ⊂ F,
c′ ∈ C, and δ̂ ∈ (0, r], such that

|G(xf̂ (T )) − G(xf (T )) − δ̂v − (c′ − c)| ≤ (1 − µ)δ̂µ′,
σ(f̂ , f) ≤ δ̂Kµ′, and |c′ − c| ≤ δ̂Kµ′. (95)

Let c∗ = G(x∗(T )). Then, (f∗, c∗) maximizes

ι∗∗(f) := φ(xf (T )) − 4µ−1KMMφdist(G(xf (T )), C) exp(βf ) (96)
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for f in some ball clB(f∗, µ̃) in F , where βf := Mfσ(f, f∗)+
Mf∗

(T − σ(f, f∗)) and µ̃ ∈ (0, µ̂/2].

Proof: The conclusion in Corollary 6, Section 10, can be stated as fol-
lows: a∗ minimizes a → η(a) + 4KWaµ

−1dist(H(a), C ∩ clB(H(a∗), µ̂/2))
in clB(a∗, µ̂/2). From this observation, the conclusion in the lemma fol-
lows, once the following identifications is made. Let A = clB(f∗, ζ), a =
f, H(a) = G(xf (T )), η(f) = −φ(xf (T )), a∗ = f∗, and Wa = Mφ2M exp(βf ),
see (23)(i). Observe that σ(f, f∗) ≤ µ̃ ≤ ζ implies |xf (T ) − x∗(T )| ≤
µ̃2M exp(TMf∗

), so for µ̃ small enough, |G(xf (T ))−c∗| ≤ µ̂/4, when f sat-
isfies σ(f, f∗) ≤ µ̃. The next to last inequality yields µ̂/4 ≥ dist(G(xf (T )), C)
= dist(G(xf (T )), C ∩ clB(c∗, µ̂/2)).

M. Gronwall’s inequality
Let non-negative continuous functions a(t), b(t), c(t) satisfy a(t) ≤ b(t)+∫ t

0 a(s)c(s)ds, for all t in [0, T ]. Then, for all t,

a(t) ≤ b(t) +
∫ t

0 b(s)c(s) exp(
∫ t

s
c(r)dr)ds.

When b(s) is nondecreasing, the right hand side is ≤
b(t) +

∫ t

0 b(t)c(s) exp(
∫ t

s
c(r)dr)ds = b(t) exp(

∫ t

0 c(r)dr).
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